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ABSTRACT: Label-free detection of single biomolecules in solution
has been achieved using a variety of experimental approaches over the
past decade. Yet, our understanding of the magnitude of the optical
contrast and its relationship with the underlying atomic structure as
well as the achievable measurement sensitivity and precision remain
poorly defined. Here, we use a Fourier optics approach combined
with an atomic structure-based molecular polarizability model to
simulate mass photometry experiments from first principles. We find
excellent agreement between several key experimentally determined
parameters such as optical contrast-to-mass conversion, achievable
mass accuracy, and molecular shape and orientation dependence. This
allows us to determine detection sensitivity and measurement
precision mostly independent of the optical detection approach
chosen, resulting in a general framework for light-based single-molecule detection and quantification.
KEYWORDS: mass photometry, polarizability, single molecule, label free, mass measurement

1. INTRODUCTION
Recent developments in ultrasensitive light microscopy1,2 have
enabled the quantification of biomolecular mass, charge, and
size at the single-molecule level and in solution.3−8 In mass
photometry (MP), light scattered from a protein when it binds
to or moves along a glass coverslip in solution is detected
together with partially reflected light from the glass−water
interface (Figure 1a). MP has demonstrated both high mass
accuracy and precision on the order of a few percent of the
object mass, enabled by high-measurement precision at the
single-molecule level.3 This has been achieved through
selective attenuation of the reflected light using a mask in
the back-focal-plane (BFP) of the optical system,9 coupled
with averaging of detected photoelectrons by the imaging
camera and post-processing of the raw images, enabling the
detection and resolution of oligomeric states and protein
complexes.10 As a result, MP can be used to quantify
interaction affinities and kinetics,11 molecular organization,12

and for studies of biomolecular dynamics.13

The molecular mass, m, for unknown samples is inferred
from the optical contrast of the molecule under investigation
and an empirical scaling between the contrast and a species of
known molecular mass. This relationship can be approximated
by estimating the excess polarizability α using the refractive
index of proteins np and assuming a spherical shape.

14 In fact, a
number of approaches have been reported recently to calculate
the optical signal in interferometric scattering microscopy,

which can be combined with such simplified models of
biomolecules to predict images and expected optical
contrast.15,16 Nevertheless, all models to date did not consider
the atomic nature of biomolecules, making any attempts to
compare experimental and theoretical results largely qualitative
and unable to predict effects of molecular shape or orientation,
for example. Given that the refractive index of a single protein
is poorly defined, we thus lack a molecular-level description of
light-based mass measurement and what properties define the
limits and opportunities in measurement sensitivity, precision,
and accuracy.
We thus set out to develop an approach capable of

simulating images of individual proteins on a microscope
cover glass in an MP instrument coupled with an explicit
atomic description of molecular polarizability and thereby
explore key aspects such as (1) to which degree optical
contrasts reported to date experimentally match those
predicted by theory. (2) How the measured signal depends
on the molecular shape and orientation, thereby informing on
the ultimately achievable mass accuracy and resolution. (3)
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The current and likely future limits on measurement sensitivity
and resolution for light-based single-molecule characterization
for MP and beyond.

2. RESULTS
Our model simulates an experimental setup based on plane
wave illumination, a (simplified) single lens high numerical
aperture (NA) objective for light delivery and collection that is
refractive index matched to the sample interface (here, glass;
ng), and a protein embedded in a medium of refractive index
nm (e.g., water). A spatial mask is used to selectively attenuate
light reflected from the coverslip substrate, which increases the
optical contrast, simplifies the accurate determination of the
focal position for maximum contrast, and allows for higher
illumination power, given limited camera full well capacities
(Figure 1a).11 We mathematically model the influence of the
imaging system as the following convolution operation, defined
as = ·+

f x g x x f x g x x( ) ( ) d ( ) ( ), with an amplitude
point-spread-function (APSF)17 h⃗

= |[ + ] |²I E E href sca (1)

yielding the detectable intensity I, with Eref and Esca being the
reflected and scattered electric fields, respectively. These are
directly linked to the illumination Eillu through

·E r Eref illu (2)

· · ·E t s t Esca 2 1 illu (3)

where r and t are the Fresnel coefficients for reflection and
transmission,18 and the subscripts indicate transmission of Eillu

from glass → water (t1) or that of the scattered field Esca from
water → glass (t2). Note that the influence of the attenuation
mask is realized by propagating both, Eref and Esca, into the
BFP of the objective lens, where they are being multiplied by a
circular mask (corresponding to an effective NA, of 0.58) with

a given transmission strength |τ|2 (1%; unless otherwise
stated), motivated by experimental parameters.9 The scattering
coefficient s scales with the polarizability α of the protein,
which in the Rayleigh regime14 can be approximated to be
proportional to the particle volume

·
+ ·

s V
n n

n n2
p
2

m
2

p
2

m
2

(4)

Note that our description of image formation mainly differs
from experimental MP setups through non-scanned illumina-
tion, which is experimentally used to allow for widefield
illumination without being limited by speckle-artifacts and to
minimize the spatial extent of the molecular point-spread
function.3 Further details on the employed theoretical model,
such as including the near-field effects of protein scattering at a
refractive index interface, high NA focusing effects, and phase
aberrations due to imaging into a layer of different refractive
index (buffer vs glass) are given in Sections 4.1 and S1−S8.
We begin our numerical investigation with Hsp16.5, a highly

symmetric small heat shock protein, which forms spherical 24-
mers of m = 396 kDa adsorbed on a glass substrate covered by
water to enable direct comparison with early experiments.9 In a
first iteration, we approximated the protein as a sphere of
radius 5.6 nm and refractive index np = 1.480.

19 The substrate
refractive index was chosen to be ng = 1.515 as typical for the
borosilicate microscope cover glass used in MP18 but assumed
to be atomically flat for simplicity. Experimentally, the limited
full well capacity of CMOS imaging sensors requires both
spatial and temporal summing of detected photoelectrons to
reduce shot noise-induced background fluctuations and
thereby optimize the attainable signal-to-noise ratio (SNR),
taken as the ratio between the maximum signal amplitude
introduced by the protein and the unknown background
variations. In our simulations, we can take advantage of, in
principle, unlimited full well capacities of the (virtual) camera
pixels, which simplifies the image generation. The original
experiments on Hsp16.5 used 2 × 2 spatial binning,

Figure 1. Fundamentals of image formation in a contrast-enhanced back reflection geometry. (a) Schematic of the simulated, widefield, MP setup,
including an attenuation mask in the BFP of the objective lens, which selectively reduces light reflected from the glass coverslip. (b,c) Simulated
ratiometric contrast for a single 24-mer of the small heat shock protein Hsp16.5 (m = 396 kDa) at an atomically flat glass−water interface. (d)
Relative SNR when varying the refractive indices of the substrate and buffer medium. The diagonal indicates refractive index matching, where no
reference field is available due to a lack of reflection. (e) Simulated phase retardation map at λ = 445 nm arising from nanoscopic roughness of glass
coverslips on the order of ∼2 nm height variations over ∼100 nm (lateral) length scales. (f) Resulting speckle-like image using a 0.1% transmission
mask, normalized to the expected reflectivity from a flat glass−water interface (see Section S6). Scalebars = 0.5 μm.
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corresponding to 60 nm/pixel at the reported magnification,9

followed by summing photoelectrons from 100 subsequent
images, leading to a total of 107 detected photoelectrons per
spatio-temporally binned camera pixel.
The quantity typically used to report the optical contrast in

MP is that of the ratiometric contrast C

= =C
I I

I
I
I

1
det bkg

bkg

det

bkg (5)

which is the relative difference between the measured intensity
with (Idet) and without (Ibkg) the scatterer.

9 At the
experimental illumination wavelength of λ = 445 nm, the
simulated (here, without shot noise; details on simulation
parameters are given in Section 4.2) ratiometric contrast of C
∼ 0.62% is close to the experimental result of 0.6%, as is the
appearance of Airy rings arising from plane wave illumination
(Figure 1b). Note that the maximum contrast does not
coincide with the nominal focus position (Figure 1c), instead
requiring a displacement of the sample by ∼190 nm along the
optical axis to optimize the phase difference between scattered
and reflected light by tuning the Gouy phase.20 Small particles
further away from the plane being imaged are typically not
detectable in MP due to their weak scattering and rapid
diffusion compared to the camera exposure time, yielding an
even smaller signal per pixel as it is distributed over a larger
spatial area once it has reached the image plane. Our simulated
results suggest that our model produces image contrasts in
good agreement with experiments, where the contrast is
optimized by maximizing the (spatial) standard deviation of
the glass roughness. At the same time, this agreement is to be
taken with care, given the rather arbitrary definition of particle
radius and refractive index.
To explore the dependence of the image contrast on the

refractive index of both the medium and the substrate, which
in principle are tuneable away from that of water (nm = 1.333)
and borosilicate glass (ng = 1.515), we varied both parameters
and evaluated the achievable SNR for a constant power density
incident on the sample. While increasing both refractive
indices for a fixed refractive index of the protein (np = 1.46),
which we assume to be non-tuneable, leads to a modest
increase in the achievable SNR (Figure 1d). Nevertheless,
these considerations may be of interest for measurements in

environments of different refractive indexes to water, such as
those containing glycerol or sucrose, even though such
refractive index tuning is unlikely to have a dramatic impact
on the ultimate performance of light-based single-molecule
detection and mass measurement.
MP requires the removal of a static background image,

which is the main reason for generating ratiometric
images.1,2,21 This background resembles a speckle pattern
generally attributed to nanoscale roughness of a microscope
cover glass. Indeed, a recent report successfully correlated
nanoscale roughness measured by atomic force microscopy
with the corresponding image contrast.22 Using the reported
surface roughness parameters in terms of lateral (∼100 nm)
and vertical (∼2 nm) dimensions, we simulated the resulting
phase retardation ψ of the reflected field, through

= |[ · + ] |·I E E heref
i

sca
2 (6)

Note that ψ describes an effective phase change, which also
accounts for the phase delay of the electric field that transmits
through the glass−water interface and eventually leads to
protein scattering. To obtain the speckle-like appearance in our
simulation, we create a spatial array of randomly chosen
numbers drawn from a uniform distribution [ ]1,1 , which is
then spatially low-pass filtered to yield a near diffraction-
limited speckle pattern. Overall, this yields a surface height
map Δh (varying between ±0.8 nm),22 which can be converted
into the relevant phase distortion (Figure 1e) via

= · ·n h
2

g (7)

Including this phase variation in our model predicts an
image contrast in agreement with experimental results (Figure
1f),9 effectively resulting in a locally varying reflection
coefficient r.
Given that we can now produce raw images of both

microscope cover glass and of single proteins with appropriate
optical contrasts and spatial patterns, we can simulate a
standard MP experiment (a general description of the typical
experimental routine and materials is given in Sections 4.3 and
4.4). Here, a cleaned glass coverslip is usually covered by a
dilute solution of biomolecules of interest, which bind non-
specifically to the glass surface over time. These binding events

Figure 2. Simulation of protein landing events and resulting mass distributions as a function of mask strength. (a) Two consecutive sets of navg
frames are averaged before computing the ratiometric image, revealing individual proteins landing at different positions as a function of time (scale
bars: 1 μm). (b) Mass histograms for four oligomeric states of a protein simulated as spheres of radius 3.8 nm and refractive index 1.46
(representing BSA) using different mask strengths and local reflectivity correction.9 In all cases, the power incident on the detector was kept
constant. (c) Standard deviation of the fitted distributions (top) and ratiometric contrast (bottom) as a function of protein mass.
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are best visualized by averaging a series of camera frames of the
glass surface and computing the relative difference between
consecutive sets as a function of time3 (see Section 4.5). In this
way, individual molecules are revealed, even though their
contrast is much smaller than that generated by the glass
roughness (Figure 2a).
Aside from detection sensitivity, the key performance

parameter that determines the utility of MP is the achievable
mass resolution, which originates in the measurement precision
achievable on a molecule-by-molecule basis. Using illumination
power (1% mask: 0.025 MW cm−2; 0.1% mask: 0.25 MW
cm−2), wavelength (445 nm), and 107 detected photoelectrons
per pixel (Section 4.2), subsequent to temporal and spatial
binning, we find peak widths similar to optimal experimental
results on the order of σ = 8−9 kDa (Figure 2b, top). Using a
mask with lower transmission in combination with higher
illumination power leads to reduced peak widths at low mass
but a broadening as mass increases. This is caused by the
influence of the glass roughness on the ratiometric contrast,
which now not only depends on the scattering coefficient s but
also on the locally varying reflectivity r of the glass−water
interface (neglecting the purely scattering term)

· | |
| |

·C
s
r

2 cos
(8)

with cos φ describing the phase difference between Eref and
Esca at the detector plane. The glass roughness now results in
the ratiometric contrast being dependent on where a particle

lands on the glass coverslip. In the simulation, this broadening
can be minimized by performing a correction step (based on
ref 23) by multiplication with Ibkg , as this removes the
dependence on r

= · = ·| |· ·| |C C I s E2 cosbkg illu (9)

Note that applying eq 9 does retain most (∼99%) of the
overall landing events, while maintaining their respective
landing coordinates (∼91% matching in x, y, and frame
number; see Section S17).
Applying this correction results in σ < 5 kDa peak widths but

requires a homogeneous illumination field that is non-trivial to
achieve in practice and the correction neglects an (unknown)
phase contribution from the glass coverslip, which, in principle,
results in residual broadening (see Section S6). In all cases, we
observe behavior that agrees with expectations based on the
selective reduction of reflected light by the transmission mask.
A ten-fold reduction in reflected light is expected to increase
the optical contrast by 101/2, which would result in a 3.2-fold
reduction in peak width (assuming a constant photon flux
reaching the detector), comparable to our results (Figure 2c,
top). Similarly, the concomitant increase in the contrast-to-
mass conversion factor is also confirmed by our simulations
(Figure 2c, bottom). These results validate the potentially high
mass accuracy of MP, while assuming a perfectly spherical
scatterer.

Figure 3. Dependence of mass measurement on biomolecular shape and illumination polarization. (a) Experimentally observed mass distributions
for dsDNA illuminated with circularly (top) and linearly (bottom) polarized light. (b) Modeling the shape and orientation of a protein, here the
dimer of BSA (PDB ID 3V03), by computing the corresponding polarizability tensor. (c) Mass histograms for a simulated landing assay where all
BSA monomers (or dimers) land with the same (fixed) orientation (θz = 56°; θz = 149°), or with random orientations, while being illuminated with
linearly polarized light. (d) Relative change of the ratiometric contrast for the BSA dimer for different orientations (changing θy and θz) relative to
the incident polarization. (e) Same simulation as in (c), except for circularly polarized illumination. (f) Kernel density estimation (Gaussian;
bandwidth = 2 kDa) of experimentally measured distributions of partially (SUMO-SRSF1; 4 repeats) and fully disordered (Starmaker; 4 repeats)
proteins. The vertical dashed lines represent the mass inferred from the measurement (colored) and the expected mass (gray).
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To explore the effects of molecular shape and orientation
beyond the spherical model, we chose double-stranded DNA
(dsDNA), which effectively forms linear rods for a few
hundred base pairs and below due to the persistence length of
DNA.24 We performed MP measurements of a mixture of
dsDNA with different numbers of base pairs (Section 4.6)
while illuminating the sample with circularly polarized light
(Figure 3a, top) and found no significant effect of the
elongated shape of the DNA molecule on the ratiometric
contrast when compared to proteins of similar mass in terms of
peak widths (simulated results, assuming a perfectly rod-like
shape, indicate the same and are shown in Section S14). The
slight broadening for 400 bp DNA likely stems from the fact
that the length of the DNA (∼136 nm) is no longer negligible
compared to the diffraction limit, which can lead to the
interferometric signal being spread over a slightly larger PSF
and thus lower contrast, ultimately leading to peak broadening,
an effect that becomes worse for longer DNA (see Sections 4.6
and S14). In principle, however, the enlarged PSF could be
analyzed in a way to yield additional information on the size of
the scatter, as shown in the supplement of Lee et al.,25 where
this was done to infer the orientation of gold nanorods. When
performing the experiment with linearly polarized light (Figure
3a, bottom), we found a 2-fold increase in peak width, which
stems from the underlying variability of contrasts measured on
a molecule-by-molecule basis (also see Section S14). These
results suggest that scatterer shape and orientation can play an
important role when employing linearly polarized illumination
coupled with fixed molecular orientations. At the same time, it
shows that the use of circularly polarized light makes MP
essentially insensitive to molecular shape.
While folded proteins do not exhibit the degree of

anisotropy as short DNA strands, they are also not spherical,
especially in the context of oligomerization. We therefore
turned to a recently reported approach26 using atomically
resolved protein structures to compute the polarizability
tensors of proteins from pairwise distances of all atoms in
the molecule reported in the respective PDB structure (Figure

3b, left; also see Sections S7 and S8). The resulting
polarizability tensor is a 3 × 3 matrix that encodes the
anisotropic scattering of a particle as it connects any specific
illumination direction with the scattering in all directions
(denoted by x, y, and z; defined by the coordinate frame given
in the PDB file)

·
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2,1 2,2 2,3

3,1 2,3 3,3

illu

illu

illu (10)

Note that any orientation of the protein can be achieved by
multiplying the corresponding rotation matrices R = Rz·Ry·Rx
to determine the polarizability tensor αrot. in the new reference
frame27

= · ·

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑ
R RT

rot.

1,1 1,2 1,3

2,1 2,2 2,3

3,1 2,3 3,3 (11)

In the first instance, we simulated a series of landing events,
where we fixed the orientation of BSA (major axis misaligned:
θz = 56° or aligned: θz = 56 + 90° = 146°; with respect to the
linearly polarized illumination), meaning that all landing events
have the same, fixed, orientation and compared the resulting
mass distributions to those obtained from randomly oriented
molecules (with θx, θy, and θz chosen such that the orientation
sampling is uniformly distributed in 3D), for both monomers
and dimers (Figure 3b, right). We find significant deviations
from the nominal mass in both cases, on the order of 4% of the
expected mass for the monomer and dimer (Figure 3c). A
deviation of 4% amounts to the maximum observed difference
when sampling the full range of possible protein orientations
(Figure 3d, with varying θy and θz). Repeating the simulation
for BSA with circularly polarized light (Figure 3e) exhibited a
drastically reduced dependence on protein orientation upon
landing, now amounting to ≪1% of protein mass. While the

Figure 4.Mass scaling with molecular polarizability and image contrast. (a) Average excess polarizability and (b), calculated ratiometric contrast for
proteins of mass 10−1000 kDa. Slope of linear fit (red line): 724 Å/kDa (a) and 4.4 × 10−5/kDa (b). PDB IDs: HasA = 1B2V; Maspin = 1XQJ;
Strep. = 4BX6; BSA = 3V03; Cyt-BC1 = 1BE3; Hsp16.5 = 1SHS; Myosin-V = 2DFS; Choroplast F1F0 = 6FKI; GroEL = 1GR5; IBDV = 2GSY.
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deviations observed for linearly polarized illumination lead to
broadening of individual mass peaks, mass photometers
reported to date largely rely on circularly polarized light,3

making these measurements basically insensitive to protein
shape. Note that the simulated protein mass for BSA of 58 kDa
is lower than the mass based on its amino acid sequence (66
kDa) because the available PDB structure does not contain all
atoms. When using the structure of BSA predicted by
AlphaFold28 (UniProt P02769), we find excellent agreement
between the mass inferred from our simulation (64.3 kDa;
shown in Section S13) and the AlphaFold mass (64.4 kDa).
In addition to protein orientation, the degree to which a

protein is folded could also have a substantial effect on the
relationship between optical contrast and mass through various
factors such as amino acid density or the association of water
and counterions, all of which affect the molecular polarizability.
We therefore turned to partially and fully unfolded proteins
and compared the measured mass using folded proteins as a
mass calibrant to the expected mass (Section 4.7). The small
ubiquitin-related modifier (SUMO)-tagged serine- and argi-
nine-rich splicing factor 129 (SUMO-SRSF1) is a 39.8 kDa
protein composed of an 11 kDA SUMO-tag, two 8−9 kDa
structured domains (RRM1/2), and three intrinsically
disordered domains totaling 10−11 kDa, making it 25%
disordered by mass. The SUMO tag is a N-terminal carrier
protein that promotes protein folding and stability, allowing for
easier production of the desired protein.30 Using a folded,
oligomeric protein as a calibrant (dynamin-1 ΔPRD), we
obtain a mass of 42.6 ± 0.64 kDa (Figure 3f, top; magenta
vertical dashed line), in good agreement with the predicted
mass (gray vertical dashed line) and within the error found for
various folded proteins (Figure 4b). We then turned to
Starmaker, a 66 kDa, fully disordered protein.31 Due to its high
negative overall charge, Starmaker does not bind adequately to
standard microscope cover glass. We therefore functionalized
the cover glass with (3-aminopropyl) triethoxysilane (APTES)
to create a positively charged surface, obtaining a mass of 63.7
± 0.4 kDa (Figure 3f, bottom; blue vertical dashed line), again
in excellent agreement with the expected mass (gray vertical
dashed line). In addition, in both cases we do not see any
significant increase in the peak widths compared to folded
proteins of similar mass.
We can now explore the previously reported linear

relationship between optical contrast and mass for a variety
of proteins, using random orientations for landing events and
circularly polarized illumination as in the experiment. We find
that the resulting (average) excess polarizability16 scales
linearly with the respective molecular mass, derived from the
amino acid sequence in the respective PDB entry (Figure 4a;
the respective PDB IDs are given in Section 4.8, Table 1), with
the polarizability change per mass δα

= · = ·m m724
Å

kDa

3

(12)

which is slightly larger than that computed from bulk refractive
index measurements4 (460 Å3 kDa−1). This deviation might be
(partially) explained by including the factor nm2 into the
absolute polarizability value, whose definition depends on how
the scattering process is introduced in the corresponding
calculation. When computing α for a range of proteins, some
exhibit substantial deviation (>15%) from the expected linear
relationship, especially below 200 kDa. To determine whether
these variations in polarizability are reflected in real MP

measurements, we used the full polarizability tensor model to
calculate the respective ratiometric contrast from simulated
landing assay movies as a function of protein mass. We found a
linear relationship, this time with an root-mean-square (rms)
error of 2.4% and improved agreement above 200 kDa (Figure
4b), both of which agree well with experimental results.3,9 The
most likely reason for this improvement is that the average of
the polarizability tensor does not report the scattering response
to circularly polarized light but rather is an average measure of
the particle scattering strength.26 Note that by theoretically
establishing the linear relationship between protein mass and
optical contrast, we are now able to move away from the
simplified description using relatively poorly defined parame-
ters, such as the refractive index of a single-molecule np and its
radius (implicitly assuming a spherical shape), toward a more
proper characterization based on the structure of the protein.
We emphasize that we used the expected mass as calculated
from the atomic positions in the respective PDB file rather
than the nominal protein mass for all calculations, meaning
that most proteins are found below their mass expected from
their amino acid sequence.
Equipped with a realistic and quantitative description of the

biomolecular polarizability and image formation, we can now
deduce a general equation of the achievable SNR as a function
of the key experimental parameters. First, we derive the
number of detected, scattered, photons (Nsca) per pixel and
exposure time as (for the full derivation, see Section S10)
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with the following parameters defined in SI base units: Iillu:
illumination intensity [W/m2]; Δt: effective exposure time per
image [s]; λ: laser wavelength [m]; h: Planck’s constant [J s];
c: speed of light [m/s] OT: optical throughput; QE: quantum
efficiency; |r|2: reflectivity of the glass−buffer interface; μ =
sin−1(min[NA/ni,1])/π: collection efficiency of the detection
objective; dpx: effective pixel size in sample space [m]; ABFP =
π·fobj2·(ni·nm/ng)2: area of the accessible BFP, limited by the
critical angle [m2]; γ: enhancement factor due to aplanatic
factor and scattering beyond the critical angle (e.g., γ ∼ 1.58,
for a 1.42 NA oil-immersion objective; see Sections 4.9, Table
2 and S10); fobj: focal length of detection objective [m]; nm:
refractive index of buffer medium; m: mass of protein [kDa];
δα: polarizability change per kDa, i.e., the slope in Figure 4a.
The detected, reflected, number of photons Nref (per pixel

and exposure) is similarly given as

= · ·
·

· · ·| | ·| | ·N I
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r dOT QEref illu

2 2
px
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with |τ|2 indicating the (power) transmission coefficient of the
mask in the BFP. The shot-noise limited SNR in terms of the
ratiometric contrast follows then as (see Section S10)

= · NSNR
2
2 sca (15)

with the factor of 2 originating from the interferometric nature
of the signal and the 2 from the comparison of two
subsequent sets of frames, required to remove the static
background and form the ratiometric image. This can be
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converted into an equivalent expression for the detection limit
of MP, i.e., the smallest detectable mass mq at a certain SNR
level. For this, we set SNR = q and solve for m

= = =f m m f qSNR ( ) (SNR )q (16)

with f denoting a functional dependency. Similarly, we can
define a measure describing the lowest achievable mass
resolution σm, the Quantum-Cramer−Rao-Lower-Bound
(QCRLB) as defined in ref 32

= · = ·m
N

m
2

1
2

1
SNRm

sca (17)

Note that the QCRLB relates to the uncertainty introduced
by the quantum nature of light itself, i.e., represents a
fundamental limit that almost all optical measurement
techniques will obey.
We also find that this optimum achievable mass resolution is

directly linked to the SNR-equivalent mass, with =q 0.5
(see Section S10 for the derivation)

= =mqm 0.5 (18)

meaning that the highest attainable mass resolution is
equivalent to the mass that achieves an =SNR 0.5 in the
shot-noise limited regime.
Given that most of the parameters are essentially fixed in

realistic experimental scenarios, or only vary marginally as a
result of the details of experimental implementation, we can
simplify these expressions to depend only on some key
experimental details, specifically illumination power, exposure
time, wavelength, and molecular mass (in kDa).
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in SI units of m4/kDa, assuming OT = 0.8; QE = 0.70; |r|2 =
0.004; |τ|² = 0.02; fobj = 3 mm; δα = 724 Å3/kDa; nm = 1.333; μ
= 0.40; γ = 1.58; ABFP = 50 mm2; dpx = 80 nm. Yielding an SNR
∼ 21; mq=3 ∼ 9.5 kDa and σm ∼ 2.2 kDa for Iillu = 0.1 MW
cm−2, Δt = 100 ms, λ = 445 nm, and m = 66 kDa.
Experimental images, however, including those consisting of

buffer medium only, or even ultrapure water, reveal a dynamic,
speckle-like background at high imaging sensitivity that cannot
be removed by temporal averaging or attributed to sample
drift, here shown by comparing 120 and 480 ms averaging
time, plateauing at a contrast on the order of a 5 kDa protein
(Figure 5a). This background is likely the current limiting
factor to both improving mass resolution and the absolute
detection limit of MP and is close to that reported recently
using machine learning.33 We currently have no clear
explanation as to the origin of this additional noise source.
As a first attempt we include it into our (SNR-) model, by
adding it in quadrature to the shot-noise variance and find for
the SNR including additional excess noise SNRexc. (with σexc.
being the added variance in terms of photon counts)

Figure 5. Current and future limits of optical mass measurement of single biomolecules. (a) Experimental ratiometric images of buffer medium
only (scalebar = 1 μm) for different integration times. (b) Achievable SNR when detecting the BSA monomer (m = 66 kDa). (c) Smallest
detectable mass mq=3 at SNR = 3. (d) Mass resolution σm. All given as a function of effective exposure time and illuminating power density in the
presence of excess noise on the order of 5 kDa. (e−h) Same (simulated) images and dependencies for purely shot noise limited performance. The
white dots indicate experimental parameters from ref 3.
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and the constant
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Note that SNRexc. naturally results in shot-noise limited
performance for σexc.2 = 0 and yields a finite, maximum SNRexc.max.
The added influence of σexc. has an overall impact on key
performance parameters for protein detection and character-
ization, such as the achievable SNR (Figure 5b; with SNRexc.max ∼
13.2), the lowest mass detectable (Figure 5c), and the
achievable mass resolution (Figure 5d).
We can now compute theoretically achievable performance

in terms of SNR, mass resolution, and detection limit
(assumed for SNR = 3) both in the presence (Figure 5a−d)
and absence (Figure 5e−h) of a non-shot noise contribution
amounting to 5 kDa rms as currently observed experimentally.
For realistic simulations, we find good agreement with previous
reports,3 such as an SNR of ∼12.5 for BSA at an exposure time
of 100 ms and 0.85 MW cm−2. Similarly, the recently reported
SNR of 1.4 for a 9 kDa protein33 appears realistic, given that
we find mq=1 ∼ 5.2 kDa with and ∼1.7 kDa without the
additional baseline noise (for the same exposure time and
illumination power density; see Section S16). Overall, our
simulations in the absence of excess noise demonstrate that
significant improvements in performance are still achievable
with realistic illumination power (∼1 MW cm−2) and exposure
times (<s), such as 1 kDa mass resolution and few kDa
detection sensitivity, even in the absence of advanced image
processing.

3. DISCUSSION
We have presented a numerical approach that enables us to
compute the optical contrast generated by individual
biomolecules (smaller than the simulated pixel size) based
on their atomic structure, orientation, and shape. Our results
compare well with experimental data obtained by MP,
suggesting that our model is indeed quantitative and asserting
that there are no major (unknown) physical effects
contributing to the current performance, which are not part
of our theoretical description (such as Brownian motion or
incomplete immobilization). We find a clear dependence of
optical contrast on molecular shape in extreme cases such as
short DNA strands illuminated by linearly polarized light, that
weakens for folded proteins, and is essentially eliminated when
using circular polarization. The predicted mass accuracy on the
order of 2.4% rms matches that observed experimentally (2%),
as does the computed dependence of optical contrast on the
strength of the attenuation mask used. Our results on
intrinsically disordered proteins support the hypothesis that
the major determinants for the molecular polarizability are the
constituent amino acids. In terms of achievable sensitivity, we
present evidence for a dynamic, speckle-like background with a
signal magnitude comparable to a 5 kDa protein. This
background currently limits the ultimately achievable detection
sensitivity and also affects the achievable mass resolution. The
resolution is further affected by the static speckle-like
background caused by microscope cover glass roughness,
although it can be (partially) corrected for computationally.

Our results provide a quantitative framework for ration-
alizing label-free optical detection of single biomolecules.
Polarizabilities, realistic incident power densities, and detection
efficiencies effectively define achievable detection sensitivity
and measurement precision at the single-molecule level, which
translates into mass resolution. We emphasize that these
relationships are independent of the optical approach, whether
using total internal reflection5 or scattering from nano-
channels.4 While there will be subtle differences in the
achievable power densities and detection efficiencies, the
presented limits are likely to be representative of what can be
achieved in terms of mass measurement using light-based
detection of single biomolecules. In all cases, when comparing
experimental with these theoretical results, it is essential that
any non-shot noise contributions to image background are
considered and quantified carefully, given their influence on
measurement sensitivity and precision.
What is most encouraging, however, is that there appears

substantial scope for improvement that will enable quantitative
characterization of complex mixtures of biomolecules with a
resolution and sensitivity that covers almost all species and
interactions. Moreover, implementation of approaches that
enable extended observation of individual molecules either in
nanochannels4 or on bilayers13,34 could bring about even
further improvements, much in the spirit of the advances
brought about by similar strategies in mass spectrometry, such
as charge detection and orbitrap mass spectrometry.35,36

Alternatively, if high resolution and sensitivity are not required,
integration times can be drastically reduced, which will enable
measurement at higher analyte concentrations, providing
access to a broader range of affinities and ultimately weak
interactions, further broadening the application scope of MP
for characterizing biomolecular interactions and dynamics.

4. METHODS
4.1. Description of Image Formation. We model image

formation in MP as a 3D (complex-valued) convolution of
electric fields (reference and scattered) with an APSF,27 which
is implemented as a multiplication in Fourier space (through
the convolution theorem). In contrast to previous reports on
the computation of such an interferometric PSF,15,16 we
employ a Fourier-based approach (see “slice propagation
method” in ref 37), with the benefits of being flexible and fast.
This is mainly due to the fact that the necessary integrations
over the BFP distribution (in refs 15 and 16), is replaced by
fast-Fourier transforms (FFTs) while also enabling simple
modifications of the complex amplitude transmission in the
pupil of the imaging system (i.e., no radial symmetry required).
Propagating the electric fields along the optical axis is achieved
through the angular spectrum method,38 where typical wrap-
around effects are being avoided by replacing the FFT through
a chirp-Z transform, as shown in ref 39. The strength of the
reference and scattered fields are given by Fresnel’s coefficients
r and t (reflection and transmission) at a glass−water interface
and by the scattering coefficient s of a small spherical particle,
in the Rayleigh regime.14 The scattering coefficient s, is related
to the polarizability α, i.e., to the volume V of the spherical
scatterer and the refractive indices of the protein np and the
surrounding medium nm. High NA focusing effects are
included by taking into account the refraction of light toward
the nominal focus,27 the aplanatic factor,37 and the additional
Gouy phase shift of the scattered light15 (all summarized in the
h⃗-term). The influence of phase aberrations due to the
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refractive index mismatch at the coverslip interface is described
using the Gibson−Lanni model.40 The scattering of the protein
at the water−glass interface is given as a distribution at the
back-focal plane of the objective,41 which further enables us to
add a mask that attenuates and/or delays the reference
component.9 A more detailed description of the underlying
theoretical framework is given in Sections S1−S8.

4.2. Simulation Parameters. All numerical results assume
a 1.42 NA oil-immersion (ni = 1.515) objective while imaging
at a wavelength of λ = 445 nm. The data shown in Figure 1
corresponds to an effective pixel size of 0.057 μm with 70 × 70
pixels, yielding a field-of-view (FoV) of 4 μm × 4 μm = 16
μm2. The step size along the axial direction was chosen to
match the lateral size, ±2 μm propagation from the nominal
focus. In case of the simulated landing assay data (all remaining
figures), the effective pixel size was 70 nm at 128 × 128 pixels,
resulting in a FoV of ∼80 μm2 while only computing a single
in-focus slice. In this case, we set the attenuation mask to add a
π/2 phase delay for Eref , which results in phase-matching of the
two fields at the detector and optimum contrast at the nominal
focal plane (see Sections S5 and S12). The illumination was set
to be (right-) circularly polarized (simulated as the average of
azimuthally distributed linear polarizations), except for Figure
3b,c where we defined it to be linearly polarized. In terms of
illumination intensity | |Eillu

2, we directly defined the detected
photons at the detector, omitting the need to specify the
overall efficiency of the detection system (including QE of the
detector, losses at the optics, etc.). For the landing assay
simulations, this yielded in 106 photons per 70 nm pixel per
500 μs exposure time, which corresponds to the 107
photoelectrons mentioned earlier, when performing the
ratiometric calculation with N = 100. The simulations were
run on a personal computer (Windows 10; Intel Core i7-6700
CPU @ 3.40 GHz; 16 GB RAM) and required ∼20 μs per
simulated voxel (tested on a 256 × 256 × 256 grid).

4.3. General Measurement Routine. Data were either
collected on a TwoMP (Refeyn, UK) or on a custom-built
mass photometer. Coverslips (Menzel-Glaeser, 24 × 50 mm #
1.5 SPEZIAL; Thermo Fisher Scientific, U.S.) were cleaned to
remove any contaminants by sonication for 5 min in 50/50
isopropanol and Milli-Q water (Merck, Germany), followed by
5 min in Milli-Q only. They were then dried using N2 and
stored in a covered box to prevent re-contamination.
Immediately before measurement, a silicon gasket (Grace
Bio-Labs CultureWell, 3 × 1 mm; U.S.) was laid on the
coverslip to contain the sample. The coverslip was placed on a
sample-stage (xyz for TwoMP; z-only for custom-built system)
above the objective and a small amount of immersion oil
(Zeiss, Immersol 518 F; Germany) was added between the
coverslip and objective to form a continuous interface. Once
the gasket and objective were aligned, buffer was loaded into
the gasket using a micropipette (Gilson Pipetman, U.S.). In
case of the TwoMP, this allowed the focus position of the
setup to be found and the autofocus to be set before the
protein began binding to the coverslip. The custom-built
system was operated without an autofocus but proved to be
stable enough over the recording time. Once focus had been
set, the protein was diluted in an Eppendorf tube (Eppendorf,
1.5 mL; Germany) to give 20 μL of the sample, at a
concentration of 10−50 nM. The sample was added to the
gasket and the focus quickly rechecked. If the added sample
had been kept on ice, the refractive index of the solution could

change when the preloaded buffer and sample were mixed due
to the difference in temperature, which changed the focus
position slightly. A movie was then recorded. The protein
dynamin-1 ΔPRD was used as a mass calibrant. It is highly
stable, easily produced in large volumes, and oligomeric,
providing a large number of species of known mass
(sometimes up to 7) with which to calibrate, increasing the
accuracy of the calibration.

4.4. Materials. Reagents used were from Sigma-Aldrich
(U.S.), unless otherwise stated. Water was ultrapure Milli-Q
(Merck, Germany), and all solutions were filtered through a
0.2 μm filter (Millipore, U.S.) before use.
The disordered protein SUMO-SRSF1 containing the

solubilizing mutations Y37S and Y72S42 was cloned by Gibson
assembly into a pET28 plasmid (kind gift of B. B. Kragelund,
University of Copenhagen, Denmark) downstream of a His6-
SUMO tag. The construct was transformed into chemically
competent C41 Escherichia coli (Lucigen). Cultures were
grown in 2x YT medium supplemented with 50 μg/mL
kanamycin at 37 °C until an OD600 of ∼1.5 was reached, and
protein expression was induced using 0.5 mM IPTG at 20 °C
overnight. Cells were harvested, resuspended in buffer A (20
mM sodium phosphate pH 7.5, 800 mM NaCl, 5% glycerol,
0.01% Tween-20, 2 mM dithiothreitol (DTT), 150 mM L-
arginine, and 150 mM L-glutamate) supplemented with 10 mM
MgCl2, 10 U/mL benzonase (Merck), and 20 μg/mL RNase A
(NEB), and lysed by passing the suspension three times
through a high-pressure homogenizer (HPL6, Maximator)
cooled to 4 °C at 15,000−20,000 psi. The lysate was clarified
by centrifugation and applied to a HisTrap Excel column
(Cytiva, 5 mL per 1 L cell culture) equilibrated in buffer A.
The column was washed with 15 column volumes (CVs) of
buffer A, followed by 7 CVs buffer B (20 mM sodium
phosphate pH 7.5, 3 M NaCl, 5% glycerol, 0.01% Tween-20, 2
mM DTT, 100 mM L-arginine, and 100 mM L-glutamate) and
7 CVs of 97% buffer A and 3% buffer C (20 mM sodium
phosphate pH 7.5, 800 mM NaCl, 5% glycerol, 0.01% Tween-
20, 2 mM DTT, 150 mM L-arginine, 150 mM L-glutamate, and
500 mM imidazole), before elution with buffer C. Fractions
containing protein were pooled and diluted at least 8-fold with
buffer D (20 mM HEPES pH 8.0, 10% glycerol, 0.001%
Tween-20, 0.5 mM Tris-(2-carboxyethyl) phosphine, and
TCEP) and 5 M NaCl until the sample was clear (∼0.8 M
ionic strength or 55 mS/cm). Nucleotides and protein
contaminants were removed from the sample by ion exchange
chromatography using a MonoS 5/50 GL column (Cytiva)
and a gradient of 30−70% of buffer E (20 mM HEPES pH 8.0,
2 M NaCl, 10% glycerol, 0.01% Tween-20, and 0.5 mM
TCEP). Fractions with absorbance ratios of A260/A280 < 0.7
were pooled, flash frozen in liquid nitrogen, and stored at −80
°C. Starmaker was prepared as described previously.31
Stock solutions of SUMO-SRSF1 were at 29 μM protein. 1

μM aliquots were prepared in 20 mM HEPES (pH 7.4), 1 M
NaCl, 1 mM DTT, and 5% glycerol buffer and flash frozen.
High salt was required to stabilize the protein. DTT is a
reducing agent, preventing oligomerization via disulfide bonds
as SUMO-SRSF1 contains two internal cysteines. Starmaker
was diluted in 20 mM Tris (pH 8.4) and 50 mM KCl. The
concentration was unknown, so measurements of a range of
dilutions from the original stock were taken to estimate the
concentration. For Starmaker, coverslips were positively
charged with APTES. Coverslips were cleaned as described
before, then plasma cleaned for 8 min. The coverslips were
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washed in acetone and submerged in a 2% APTES/acetone
solution. After 2 min, the coverslips were washed with acetone
again and placed in an oven for 1.5 h at 110 °C. Finally, the
coverslips were sonicated for 5 min in isopropanol, then water,
and dried under N2.

4.5. Data Analysis. For the analysis of the recorded data,
we used an in-house python package. Raw frames from the
measurement Ii were imported and converted into ratiometric
frames, by averaging two stacks of navg raw frames; I1 from
frame (i) to (i + navg) and I2 from frame (i + navg + 1) to (i +
2navg + 1)
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Those two stacks are then used to compute the relative
difference

=C
I I

I
2 1

2 (22)

This eliminates the background signal (from the glass
roughness) that is constant throughout the measurement.
Protein binding events that occur during the measurement are
not constant and hence are not removed when computing the
relative difference. They appear as spots that fade in and out of
the image as the protein binds and then becomes part of the
background. Once the ratiometric frames have been calculated,
protein binding events are identified by filtering the detected
events for groups of pixels that meet a minimum radial
symmetry and for pixels with a minimum signal above the
background noise. A PSF (either a theoretical3 or experimental
model) is then fitted to each event to determine its contrast.
The use of an experimental PSF is necessary when analyzing
data that corresponds to illuminating the scatterer with linearly
polarized light (e.g., in case of the DNA measurements). To
obtain the experimental PSF, the initial PSF detection
parameters (found with the theoretical model) are used to
align the cropped images (typically 7 × 7 pixels) of the found
landing events, by employing a cubic spline interpolation.
Those sub-images are then averaged together, while outliers
(Pearson’s correlation test) are being removed from this
average. The resulting cubic spline model is then used to
determine the contrast of each landing event. The obtained
contrast values for all events are then plotted as a mass
histogram. For a particular species, the event contrasts are
usually normally distributed allowing a Gaussian to be fitted to
the respective peaks. The Gaussian position, width, and area
were used to characterize the contrast of each peak μ, standard
deviation σ, and counts, respectively. To generate a mass
calibration, this procedure was applied to a measurement of
dynamin-1 ΔPRD. The peak contrasts were used for
calibration by plotting against the corresponding species
mass. In case of the simulated data, the calibration was
performed against the first four oligomeric states of BSA shown
in Figure 2b while deliberately reducing the numerically
applied shot noise to obtain an accurate calibration.

4.6. Measurements of Double-Stranded DNA. Data
were taken on both a custom-built MP setup that uses 465 nm
linearly polarized illumination and a TwoMP (Refeyn, UK)
with 488 nm circularly polarized illumination. APTES
coverslips with silicone gaskets were prepared via the
procedure described above. 200, 400, and 600 base pair
double-stranded DNA were prepared using standard proce-
dures.43 For the MP measurements 200, 400, and 600 bp
dsDNA were diluted to 3, 4, and 4 nM, respectively, in
phosphate buffered saline (PBS). 20 μL of the sample was
added to a gasket containing 5 μL of buffer. Data were
acquired for 120 s following sample refocusing. The contrast
values were converted into mass using a calibration curve
obtained from a measurement of dynamin-1 ΔPRD (adjusted
by a factor ×1.25, as described in Section S14). Note that the
600 bp dsDNA was excluded from being presented in this
work (see Figure 3a) due to its length being beyond the
diffraction limit of the detection system, which yields
additional mass broadening. For completeness, however, it is
presented in Section S14.
For the custom-built linearly polarized MP setup, data were

acquired with the following parameters: 959 μs exposure time,
787 fps, 3.4 × 11.7 μm2 field of view, 3 × 3 pixel binning, and
4-fold temporal averaging. For the TwoMP, data were acquired
with the following parameters: 1380 μs exposure time, 698 fps,
2.7 × 10.9 μm2 field of view, 6 × 6 pixel binning, and 4-fold
temporal averaging. Both datasets were analyzed such that the
ratiometric window size amounted to ∼50 ms.

4.7. Measurements of Partially and Fully Unfolded
Proteins. Data were taken using a TwoMP mass photometer
(Refeyn, UK) and analyzed using a custom-written Python
package, based on the procedure described in Young et al.3

Coverslips (Menzel-Glas̈er, 24 × 50 mm # 1.5 SPEZIAL;
Thermo Fisher Scientific, U.S.) were cleaned, a silicon gasket
(Grace Bio-Labs CultureWell, 3 × 1 mm; U.S.) was laid on
top, and 4 μL of buffer medium was added. Next, the protein
was diluted in an Eppendorf tube (Eppendorf, 1.5 mL;
Germany) to give 20 μL of sample and added into the gasket.
Movies containing ∼1000−5000 binding events were recorded
(60 s), analyzed, and converted into mass using a calibration
curve (generated from a measurement of the oligomeric peaks
of dynamin-1 ΔPRD).
SUMO-SRSF1 was diluted to 20 nM in a buffer of 20 mM

HEPES (pH 7.4), 1 M NaCl, 1 mM DT, and 20 mM NaCl. A
20 mM Tris (pH 7.4) and 50 mM NaCl buffer was used to
dilute Starmaker, allowing for a reduction or an increase in salt
concentration upon measurement. For both proteins, 4 repeats
were taken at each condition, with no significant unbinding in
any repeat.

4.8. PDB IDs of Several Analyzed Proteins. A list
containing PDB IDs of the respective proteins shown in Figure
4a,b is displayed in Table 1.

4.9. Enhancement Factor Describing the Scattering
near a Glass−Water Interface. Table 2 reports the
enhancement factor γ that describes the additionally detected
scattering which corresponds to the near-field of a scatterer at

Table 1. PDB IDs for Different Proteins Used to Investigate the Linear Relationship between the Protein Mass and Scattering
Strength (See Figure 4a,b)

Name HasA Maspin Strep. BSA Cyt-BC1 Hsp16.5 Myosin-V Chloro GroEL IBDV
PDB ID 1B2V 1XQJ 4BX6 3V03 1BE3 1SHS 2DFS 6FKI 1GR5 2GSY
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the glass−water interface. Details on the computation of γ are
given in Section S10.
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S1 General image formation model
We model the influence of the optical system (a widefield microscope) as a 3D convolution ⊗ with an amplitude response
function h. The detectable intensity I , is then given as [1]:

I(r) =
∣∣Eref ⊗href(r)+Esca(r)⊗hsca(r)

∣∣2
, (S1)

with Eref and Esca being the reflected & scattered field at the nominal focal plane (= glass-water interface) and r = (x,y,z)⊤

a vector representing spatial coordinates (Eref is not spatially depending due to widefield illumination).
Note that the absolute square operation |E|2 is defined as:

|E(r)|2 = |E(1)(r)|2 + |E(2)(r)|2 + |E(3)(r)|2, (S2)

with the superscript (1),(2),(3) denoting the electric field in the x, y and z direction. The convolution ⊗ is separately performed
on each component of the vector fields, e.g. for the first component it is written as:

E(1)(r)⊗h(1)(r) =
∫ +∞

−∞
dv E(1)(v) ·h(1)(r−v). (S3)

Which is equivalent to a multiplication in Fourier space (convolution theorem [1]):

F
{
E(1)(r)⊗h(1)(r)

}
= Ẽ(1)(k) · h̃(1)(k), (S4)

with k = (kx,ky,kz)⊤ denoting spatial frequencies and F being the Fourier transform, defined as:

Ẽ(1)(k) = 1
(2π)dim{dr}/2

∫ +∞

−∞
dr E(1)(r) ·eik·r, (S5)

with dim{dr} indicating the dimensionality of the Fourier transform (e.g. dr = (dx,dy)⊤ → dim{dr} = 2).

Such a Fourier relationship connects the light distribution at the nominal focal plane (3D) with its counterpart in the back-
focal-plane (BFP) of the microscope objective (2D only). When denoting the coordinates in the BFP with r′ = (x′,y′)⊤, we
see that the focusing of a high NA objective, requires to account for the refraction of light towards the nominal focus. This is
achieved by transforming cylindrical into spherical coordinates, which is given in [2] as:

Ẽ(kx,ky,z = 0) =

Ẽ(k′) ·

cosϕ
sinϕ

0

 ·

cosϕ · cosθ
sinϕ · cosθ

−sinθ

+

Ẽ(k′) ·

−sinϕ
cosϕ

0

 ·

−sinϕ
cosϕ

0

 , (S6)

with ϕ and θ being the azimuthal and polar angle in the BFP, respectively. The first component of this sum is given as:Ẽ(1)(k′)
Ẽ(2)(k′)

0

 ·

cosϕ
sinϕ

0

 ·

cosϕ · cosθ
sinϕ · cosθ

−sinθ

 =

Ẽ(1)(k′) · cos2ϕ · cosθ + Ẽ(2)(k′) · sinϕ · cosϕ · cosθ
Ẽ(1)(k′) · sinϕ · cosϕ · cosθ + Ẽ(2)(k′) · sin2ϕ · cosθ

−Ẽ(1)(k′) · cosϕ · sinθ − Ẽ(2)(k′) · sinϕ · sinθ

 . (S7)

And the second component as:Ẽ(1)(k′)
Ẽ(2)(k′)

0

 ·

−sinϕ
cosϕ

0

 ·

−sinϕ
cosϕ

0

 =

 Ẽ(1)(k′) · sin2ϕ − Ẽ(2)(k′) · sinϕ · cosϕ
−Ẽ(1)(k′) · sinϕ · cosϕ + Ẽ(2)(k′) · cos2ϕ

0

 . (S8)

Which can be summarized into a matrix equation, that relates a 2D BFP to a 3D (front-) focal plane field distribution:

Ẽ(kx,ky,z = 0) = T̂(ϕ,θ) · Ẽ(k′), (S9)

as we can write this as:Ẽ(1)(k′,z = 0)
Ẽ(2)(k′,z = 0)
Ẽ(3)(k′,z = 0)

 =

 cos2ϕ · cosθ+sin2ϕ sinϕ · cosϕ · (cosθ−1) 0
sinϕ · cosϕ · (cosθ−1) sin2ϕ · cosθ+cos2ϕ 0

−cosϕ · sinθ −sinϕ · sinθ 1


︸ ︷︷ ︸

T̂(ϕ,θ)

·

Ẽ(1)(k′)
Ẽ(2)(k′)

0

 . (S10)
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The real space representation E, at z = 0, is then given as an inverse Fourier transform F−1 of each vector component (see
slice propagation method in [3]):

E(x,y,z = 0) = F−1
{

Ẽ(kx,ky,z = 0)
}
, (S11)

where the (inverse) Fourier transform is applied element wise and F−1 is the complex-conjugate operator of F .

Next, we model the propagation along the optical axis z using the Gibson-Lanni model [4]. It describes the defocusing of an
optical imaging system consisting of three layers (immersion, glass coverslip and sample, i.e. buffer). For this we define the
optical path difference OPD, comparing the usage of the objective in the design case (immersion medium thickness di,∗ and
refractive index ni,∗) with the actual experimental scenario (denoted by di and ni):

OPD(z,zp) = nm ·zp

cosθm
+ ni ·di(z,zp)

cosθi
−

[
ni,∗ ·di,∗
cosθi,∗

+ni · sinθ ·
(
zp · tanθm +di(z,zp) · tanθi −di,∗ · tanθi,∗

)]
, (S12)

with zp the axial position of the protein, nm the refractive index of the buffer medium (here water), ng that of the glass
coverslip and the polar angles θ in each layer which can be found using Snell’s law, e.g. sinθi ·ni = sinθg ·ng . The z-
dependence is introduced in terms of a variable immersion medium thickness di [4]:

di(z,zp) = z−zp +ni ·
(
di,∗
ni,∗

−
zp

nm

)
. (S13)

Finally, we obtain the full (3D), real space, electric field distribution by multiplying the OPD as a phase factor to the BFP-
representation of the respective E-field, similar to the angular spectrum method [5]:

E(r) = F−1
{

F
{

E(x,y,z = 0)
}

· G(z,zp)
}
, (S14)

with the phase factor G given as:

G(z,zp) = ei· 2π
λ ·OPD(z,zp). (S15)

To avoid wrap-around artifacts, when propagating the fields (due to the use of the discrete Fourier transforms), we employ the
chirp Z-transform CZ (or zoomed FFT) as described in [6], i.e. replacing the Fourier transforms in Eq. (S14) with CZ. In the
following, however, we will still use the notation involving F , as CZ is merely a tool to facilitate the artifact-free computation,
when performing the numerical propagation of the electric fields.

S2 Strength of reflected & scattered fields
Both electric fields (Eref and Esca) are related to the illumination field Eillu through the Fresnel reflection r, transmission t
and the scattering coefficient s:

Ẽref(k′,z = 0) = r(⊥,∥)(θ) · Ẽillu(k′,z = 0), (S16)

Ẽsca(k′,z = 0) = s · t(⊥,∥)
1,2 (θ) · Ẽillu(k′,z = 0), (S17)

with the subscript 1 and 2 indicating that the transmission through the glass-water interface has to be accounted for twice.
Note that the Fresnel coefficients are defined with respect to ⊥ & ∥ polarization, i.e. we need to decompose Eillu accordingly:Ẽ(⊥)

illu (k′,z = 0)
Ẽ

(∥)
illu (k′,z = 0)

0

 =

 cosϕ sinϕ 0
−sinϕ cosϕ 0

0 0 1


︸ ︷︷ ︸

P̂(ϕ)

·

Ẽ(1)
illu (k′,z = 0)

Ẽ
(2)
illu (k′,z = 0)

0

 . (S18)

Here we have assumed that Eillu is a perfect transverse wave, i.e. fully unpolarized along z. In our simulation, Eillu is given
as a single plane wave (due to widefield illumination), traveling at θ = 0◦ with a certain polarization, e.g. here x′-polarized.

The scattering coefficient s is related to the scattering cross section σsca through:

s=
√
µ · σsca

A
, (S19)
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with µ= arcsin{min(NA/ni,1)} being the collection efficiency of the objective (NA - numerical aperture; ni refractive index
of immersion) [7] and A the area that samples the photon flux, i.e. the effective pixel size of the detector.
The scattering cross section σsca, assuming that the protein size is much smaller than λ, is given as [8]:

σsca = 1
6π ·

(
2π
λ

·nm

)4
· |α|2, (S20)

with λ being the vacuum wavelength of light and α the polarizability of the protein. In a first approximation we treat the
protein as a spherical particle of homogeneous refractive index np, for which an analytical expression for α can be found [8]:

α= 3 ·Vsphere ·
n2

p −n2
m

n2
p +2 ·n2

m

, (S21)

with Vsphere being the volume of the respective spherical particle with radius a:

Vsphere = 4
3π ·a3. (S22)

S3 Amplitude point-spread functions including near-field components
Next, we compute the amplitude response href by defining the optical systems band limit in Fourier space:

h̃(1)(k′,z = 0) =
{

1 |k′| ≤ kmax

0 else
, (S23)

with kmax being the maximum transferable spatial frequency given by Abbe’s diffraction limit [9] in the fully coherent case:

kmax = 2π
λ

· NA. (S24)

By making use of Eq. (S9), (S11), (S14) & zp = 0 (nominal focal plane), we find the corresponding real space representation:

href(r) = −i√
cosθ

·F−1
{

T̂(ϕ,θ) ·G(z,0) · h̃ref(k′,z = 0)
}
. (S25)

With
√

cosθ describing the aplanatic factor [2] and −i a phase shift associated with the Huygens-Fresnel principle [10].

Similarly we can compute the amplitude response of the scattering hsca, which can be modeled as the presence of an induced
dipole in the protein. Hence, the detectable light is governed by the interaction of such a dipole at a distance δ from the
refractive index interface. Here we adopt the work of Lieb et al. [11], who describe the electric field distribution of such a
dipole at an interface in the BFP of the microscope objective. The corresponding fields, in ⊥ & ∥ polarization, are given as:

h̃
(∥)
sca (k′,z = 0) = c1(θ) · sinθ · cosΘ (S26)

+ c2(θ) · cosθ · sinΘ · cos(ϕ−Φ),

h̃
(⊥)
sca (k′,z = 0) = c3(θ) · sinΘ · sin(ϕ−Φ), (S27)

with Θ and Φ the azimuth and polar angle of the dipole axis. The constants c1 − c3 are given according to:

c1(θ) = n2 · cosθ
cosθs

· t(∥)
2 (θs) ·Π(θs), (S28)

c2(θ) = n · t(∥)
2 (θs) ·Π(θs), (S29)

c3(θ) = −n · cosθ
cosθs

· t(⊥)
2 (θs) ·Π(θs), (S30)

Π(θs) = exp(i2π
λ ng cosθsδ), (S31)

where n= nm/ng and θs = arcsin(n · sinθ).
Finally, we compute the amplitude response hsca by setting zp = a as:

hsca(r) = 1√
cosθ

·F−1
{

T̂(ϕ,θ) · P̂(ϕ) ·G(z,a) · h̃sca(k′,z = 0)
}
, (S32)

where we already account for the Gouy phase shift [12].
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S4 Information content in the interferometric & ratiometric images
Finally we can express Eq. (S1) in terms of the imaged electric fields A, i.e. as they appear on the detector:

I(r) = |Aref|2 + |Asca(r)|2 +2 · |Aref| · |Asca(r)| · cosφ(r), (S33)

with φ being the phase difference between the scattered and reflected fields at the detector plane, which are given as:

Aref = Eref ⊗href(r), (S34)
Asca(r) = Esca(r)⊗hsca(r). (S35)

To access the interferometric part of the signal we compute the ratiometric contrast C, according to [13]:

C(r) =
I(r)− Ibkg

Ibkg
, (S36)

with Ibkg being the detectable intensity without the protein:

Ibkg = |Aref|2. (S37)

Assuming that the scattered field is much weaker than the reflected counterpart, i.e. |Aref| ≫ |Asca(r)|, we get:

C(r) ≈ |Asca(r)| · 2 · cosφ(r)
|Aref|

. (S38)

Showing that the detectable contrast is proportional to the scattered field on the detector, which itself is proportional to the
polarizability of the protein. The sensitivity of the detection can be increased either by optimizing the phase difference φ
(such that cosφ= 1, i.e. phase matching conditions) or by attenuating the reference field (using a mask in the BFP, see [14]).

S5 Increasing contrast by attenuating & phase shifting the reference field
In principle mass photometry is only limited by shot noise, i.e. given by the number of detectable scattered photons. In
practice we are limited by the full-well-depth of the detector, which for small proteins is mostly depleted by the reference
field. However, as Eq. (S38) suggests, we can increase the sensitivity of the detection by decreasing |Aref|. Experimentally
this is achieved by placing a mask in the BFP of the microscope objective [14]. This is where the scattered and reference
fields are separable in terms of the spatial frequency components. We model this by multiplying h̃ (both: the reference &
scattered field) with a Fourier mask τ̃ , given as:

τ̃(k′) =
{

|τ̃ | ·ei·arg{τ̃} |k′| ≤ kmask

0 else
, (S39)

with |τ̃ | being the transmissivity and arg{τ̃} the phase shift of the mask. kmask is related to the spatial extent of the mask with
respect of the BFP diameter:

kmask = Rmask

fobj · NA
, (S40)

with Rmask the radius of the mask in spatial units (e.g. mm).
The results shown in this publication correspond to a mask size that corresponds to an effective NA of 0.58. The term phase
matched refers to an additional phase shift that the mask introduces which was set to arg{τ̃} = π/2, yielding an optimum
contrast at the nominal focal plane z = 0 (see Fig. S1 b bottom).

S6 Glass roughness due to phase variations in the reference field
When dealing with real experimental data one typically observes a large, speckle-like, background in the raw data. Following
the findings of [15], we modify the constant reference field at the nominal focal plane by a phase variation Ψ.

I(r) =
∣∣∣[Eref ·eiΨ(r)

]
⊗href(r)+Esca(r)⊗hsca(r)

∣∣∣2
. (S41)

This phase distortion is due to the roughness of the glass coverslip. Note that Ψ describes an effective phase change, which
also accounts for the phase delay of the electric field that transmits through the glass-water interface and eventually leads to
the protein scattering. In case of small phase variations, we can approximate this exponential as:

eiΨ(r) ≈ 1+ iΨ(r). (S42)
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With which we rewrite Eq. (S41) into:
I(r) ≈

∣∣Aref +Aglass(r)+Asca(r)
∣∣2
, (S43)

with Aglass being the complex field (at the detector) associated to the glass roughness.

Aglass(r) =
[
i ·Eref ·Ψ(r)

]
⊗href(r), (S44)

with ψ being the phase difference between the fields due to glass roughness and protein scattering.
The detected intensity is then given as:

I(r) = |Aref +Aglass(r)+Asca(r)|2 =
= |Aref|2 + |Aglass(r)|2 + |Asca(r)|2

+ 2 · |Aref| · |Aglass(r)| · cosψ(r)
+ 2 · |Aref| · |Asca(r)| · cosφ(r)
+ 2 · |Aglass(r)| · |Asca(r)| · cos[ψ(r)−φ(r)]. (S45)

The ratiometric signal Eq. (S36) is now given as:

C(r) ≈ |Asca(r)| ·2 ·
[

|Aref| · cosφ(r)
|Aref +Aglass(r)|2 +

|Aglass(r)| · cos[ψ(r)−φ(r)]
|Aref +Aglass(r)|2

]
. (S46)

Alternatively, we could also write the intensity I in terms of an auxiliary reference field A′
ref = Aref +Aglass:

I(r) = |A′
ref(r)+Asca(r)|2. (S47)

Which we now express with respect to an overall phase shift ζ, comparing the field scattered from the protein with that of the
total reference field (including the phase variation due to the glass).

I(r) = |A′
ref(r)|2 + |Asca(r)|2 +2 · |A′

ref(r)| · |Asca(r)| · cosζ(r) =
= |Aref +Aglass(r)|2 + |Asca(r)|2 +2 · |Aref +Aglass(r)| · |Asca(r)| · cosζ(r) =
= |Aref|2 + |Aglass(r)|2 + |Asca(r)|2 +2 · |Aref| · |Aglass(r)| · cosψ(r)
+ 2 · |Aref +Aglass(r)| · |Asca(r)| · cosζ(r). (S48)

Which helps us to identify that:

|Aref| · cosφ(r)+ |Aglass(r)| · cos[ψ(r)−φ(r)]
= |Aref +Aglass(r)| · cosζ(r). (S49)

Yielding the following for the ratiometric contrast:

C(r) ≈ |Asca(r)| · 2 · cosζ(r)
|Aref +Aglass(r)| . (S50)

Note that this makes the ratiometric contrast vary with the landing position of the particles, which itself leads to mass broad-
ening. A (partial) correction of this can be achieved by computing the following (based on [16]):

C′(r) = C(r) ·
√
Ibkg(r), (S51)

with the background field given as:
Ibkg(r) =

∣∣Aref +Aglass(r)
∣∣2
. (S52)

This yields the corrected ratiometric signal:

C′(r) ≈ |Asca(r)| · 2 · cosζ(r). (S53)

This quantity (in principle) still depends on the landing position of the particle, as cosζ is spatially varying due to the
glass roughness. Nevertheless, this influence is much weaker (as |cosζ| ≤ 1). Another practical limitation is the fact that
|Asca| ∝ |Eillu|, i.e. any inhomogeneous illumination profile will also lead in mass broadening. Hence, proper flat fielding is
required, as already discussed in [16].
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S7 Scattering anisotropy of an ellipsoidal particle
When treating anisotropy in the polarizability of a protein, we need to reformulate Eq. (S20) by replacing the polarizability
scalar α with the polarizability tensor α̂. In case of shape-dependent anisotropy (e.g. elliptical shape of the protein), the
polarizability tensor α̂ is defined according to [8]:

α̂=

αa 0 0
0 αb 0
0 0 αc

 , (S54)

with αa,b,c being the polarizability of an ellipsoidal particle along one of its major axis a, b or c:

αa = 3 ·Vellipsoid ·
n2

p −n2
m

3 ·n2
m +3 ·La · (n2

p −n2
m) , (S55)

with Vellipsoid being the volume of such an ellipsoid:

Vellipsoid = 4
3π ·abc. (S56)

The geometric factors La,b,c are, e.g. for a:

La = abc

2 ·
∫ +∞

0
dv

1
(a2 +v)3/2 · (b2 +v)1/2 · (c2 +v)1/2 . (S57)

Note that the sum of all three geometric factors yields unity:

La +Lb +Lc = 1. (S58)

This means that in the case of a sphere (a= b= c), we find that:

La = Lb = Lc = 1
3 . (S59)

Yielding exactly the result given in Eq. (S21), as then αa = αb = αc and Vellipsoid → Vsphere.
When starting to elongate the sphere on one side (here a> b= c), we generate a prolate spheroid for which the corresponding
geometric factor La is given as [8]:

La = 1−e2

e2 ·
(

−1+ 1
2e ln 1+e

1−e

)
, (S60)

e2 = 1− b2

a2 . (S61)

The corresponding geometric factors Lb = Lc can be found using Eq. (S58):

Lb = 1
2 · (1−La). (S62)

S8 Deriving the polarizability tensor of a protein from its structure
More interestingly, it is possible to compute the polarizability tensor α̂ for a protein, given the knowledge of each atom and
its location within the molecule [17, 18] (information which can be obtained from the respective PDB-file of the protein).
The general form of the polarizability tensor α̂ is then given by:

α̂=

α1,1 α1,2 α1,3
α2,1 α2,2 α2,3
α3,1 α3,2 α3,3

 . (S63)

The product of polarizability and electric field equates to a certain, induced, dipole moment p:

pexc. = (α̂−αm)︸ ︷︷ ︸
protein - water

· t
(⊥,∥)
1 (θ) ·Eillu︸ ︷︷ ︸

Esample

, (S64)
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which we have already written as the excess dipole moment pexc., i.e. including the influence of the surrounding medium.
Note that p is a 3×1 vector, such that:

p(1)

p(2)

p(3)

 =

α1,1 α1,2 α1,3
α2,1 α2,2 α2,3
α3,1 α3,2 α3,3

 ·

E
(1)
sample

E
(2)
sample

E
(3)
sample

 . (S65)

The total dipole of such a protein p, is assumed to be a superposition of the individual dipole momenta pi of all atoms that
make up the molecule:

p =
N∑

i=1
pi(Esample). (S66)

According to [18], each of the individual dipole momenta can be expressed as:

pi(Esample) = αi ·Esample︸ ︷︷ ︸
atom i

− αi ·
N∑

j ̸=i

M̂i,j ·pj(Esample)︸ ︷︷ ︸
all other atoms

, (S67)

with the dipole field tensor M̂ and Î being an identity matrix:

M̂i,j =



1
∆r3 · Î − 3

∆r5

 ∆x2 ∆x∆y ∆x∆z

∆x∆y ∆y2 ∆y∆z

∆x∆z ∆y∆z ∆z2

 ∆r > ρ

4ν3−3ν4

∆r3 · Î − 3ν4

∆r5

 ∆x2 ∆x∆y ∆x∆z

∆x∆y ∆y2 ∆y∆z

∆x∆z ∆y∆z ∆z2

 else

, (S68)

and ∆x= xi −xj (analogous for ∆y & ∆z), ∆r =
√

∆x2 +∆y2 +∆z2, ν = ∆r/ρ, ρ= 1.662 · (αiαj)1/6.
To further compute the polarizability of the molecule, we can imagine to sequentially illuminate the protein with a plane wave
traveling along the x, y or z-axis, i.e. El with l ∈ [x,y,z]. Yielding a polarizability response in each case as:

α̂l(El) =
(
αl,1 αl,2 αl,3

)
=

N∑
i=1

pi(El)
|El|

. (S69)

We then build up the molecular polarizability tensor α̂ from these three responses as:

α̂=

α̂(Ex)
α̂(Ey)
α̂(Ez)

 =

αx,1 αx,2 αx,3
αy,1 αy,2 αy,3
αz,1 αz,2 αz,3

 . (S70)

The work of [17] has shown that it is possible to perform these computations when evaluating large number of atoms (as
typical for proteins) when reformulating it in terms of the following matrix equation:

Â · p̂ = Ê. (S71)

With p̂ and Ê being 3N ×1 vectors containing the dipole moments and electric fields at each atom (i ∈ [1,N ]):

p̂ =
(
p1 · · · pi · · · pN

)⊤
, (S72)

Ê =
(
E1 · · · Ei · · · EN

)⊤
, (S73)

and each individual component given as a 3×1 vector:

pi =
(
p

(1)
i p

(2)
i p

(3)
i

)
, (S74)

Ei =
(
E

(1)
i E

(2)
i E

(3)
i

)
. (S75)
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The 3N ×3N matrix Â is given as:

Â =


α̂−1

1,1 M̂1,2 · · · M̂1,N

M̂2,1 α̂−1
2,2 · · · M̂2,N

...
...

. . .
...

M̂N,1 M̂N,2 · · · α̂−1
N,N

 , (S76)

where each of the elements of Â is a 3×3 matrix, e.g. α̂−1 is a diagonal matrix such as:

α̂i,i =

α−1
i 0 0
0 α−1

i 0
0 0 α−1

i

 . (S77)

In principle, it is now possible to obtain the dipole moments of each atom according to:

p̂ = Â−1 · Ê. (S78)

With the help of Eq. (S69) and (S70), we can compute the polarizability tensor α̂. In practice this is achieved by iteratively
solving Eq. (S78) and rewriting Â into a sparse matrix through the introduction of a thresholding radius ∆rt (here set to 10
Å), which determines the maximum interaction distance between atoms i and j that we take into account [17].

S9 Mass photometry in the shot-noise limited regime
So far we have only modeled the noise-free signal. Any experiments measuring photon counts are inevitably corrupted by
shot-noise, which means that the noisy measurement I is actually given as:

I(r)︸︷︷︸
noisy

measurement

= I(r)︸︷︷︸
noise-free
expectancy

+ NI(r)︸ ︷︷ ︸
shot
noise

, (S79)

with NI being the individual noise component in a single measurement and I the expectancy ⟨I⟩:

⟨I(r)⟩ = I(r). (S80)

The noise itself is characterized using a probability distribution connecting the measured outcome I with the expectancy I:

P [I(r)|I(r)] = I(r)I(r)

I(r)! ·e−I(r), (S81)

which, in case of shot noise, is given as a Poisson distribution with variance being equal to the expectancy [19]:

Var{I(r)} = ⟨I(r)⟩. (S82)

When dealing with large photon counts (as in MP), we can approximate this by a Gaussian distribution:

P [I(r)|I(r)] ≈ 1√
2π · I(r)

·e
− [I(r)−I(r)]2

2·I(r)2
. (S83)

This shot-noise limitation also translates into a noisy representation of the ratiometric contrast:

C(r)︸︷︷︸
noisy

= C(r)︸︷︷︸
noise-free

+ NC(r)︸ ︷︷ ︸
noise

. (S84)

Assuming that the Gaussian distribution also holds for the ratiometric signal, we write for the probability distribution:

P
[
C(r)|C(r);σ2

C(r)
]

≈ 1√
2π ·σ2

C(r)
·e

− [C(r)−C(r)]2
2·σ2

C(r) , (S85)
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with the measured contrast C, the expectancy C and variance σ2
C . Note that in case of ratiometric data the variance is not

equal to the expectancy anymore, as shown in [20]:

⟨C(r)⟩ = ⟨I(r)⟩
⟨Ibkg(r)⟩ −1 = C(r), (S86)

σ2
C(r) = Var{C(r)} =

[
⟨I(r)⟩

⟨Ibkg(r)⟩

]2
·
[

1
⟨I(r)⟩ + 1

⟨Ibkg(r)⟩

]
︸ ︷︷ ︸

≈
2

⟨Ibkg(r⟩)

, (S87)

with ⟨Ibkg(r)⟩ being the expectancy of the measurement without the protein. Note that we assumed that the noise in the raw
intensity data is mainly due to the reflected, not the scattered component (true for small proteins). Substituting ⟨C⟩ yields:

Var{C(r)} = [⟨C(r)⟩+1] · 2
⟨Ibkg(r)⟩ . (S88)

Since ⟨C(r)⟩ ≪ 1 we can express the noise variance as:

Var{C(r)} ≈ 2
⟨Ibkg(r)⟩ . (S89)

Indicating that the noise in the ratiometric distribution is inversely proportional to the expected signal in the raw data I.

S10 Deriving a basic limit on mass sensitivity & resolution in MP
The further analysis assumes no influence from the glass roughness and a scalar representation of the fields involved, i.e.
describes the underlying image formation according to:

I(r) = |Aref|2 + |Asca(r)|2 +2 · |Aref| · |Asca(r)|, (S90)

with Aref and Asca the electric fields on the detector given by:

Aref = Eref ⊗h(r), (S91)
Asca(r) = Esca(r)⊗h(r), (S92)

assuming that href = hsca = h.
We approximate the PSF, corresponding to the intensity signal, as a Gaussian:

|h(r)|2 = h2
0 · exp

(
− |r|2

2 ·σ2
h

)
, (S93)

with σh = 0.21 ·λ/NA given in a least-squares sense [21]. The amplitude h2
0 of this Gaussian has the physical meaning of an

irradiance (units: W/m2) and can be related to a power P0 (units: W ) distributed over the BFP area ABFP as stated in [22]:

h2
0 = P0 ·ABFP

λ2 ·f2
obj

. (S94)

The BFP area is simply given by integrating a constant field distribution over polar coordinates ρ and ϕ, with ρ= fobj ·ni ·sinθ.

ABFP =
ρc∫

0

dρ

2π∫
0

dϕ ρ= π ·f2
obj ·

(
ni · nm

ng

)2
, (S95)

where ρc is the radial distance corresponding to the critical angle θc = arcsin(nm/ng) of the glass - water interface and
fobj the focal length of the detection objective, given as the ratio of tube lens focal length to objective magnification: fobj =
ftube/Mobj . We further modify this BFP-area to include the aplanatic factor [2] by computing:

ABFP =
ρc∫

0

dρ

2π∫
0

dϕ
ρ

cosθ(ρ) =
ρc∫

0

dρ

2π∫
0

dϕ
ρ

cos
[
arcsin

(
ρ

fobj ·ni

)] = π ·f2
obj · 2 ·n2

i ·

1−

√
1−

(
nm

ng

)2
 . (S96)
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This leads to an effective increase of ABFP, which we indicate by the enhancement factor γ:

ABFP → γ ·ABFP, (S97)

with γ = 1.36 for a 1.42 NA oil-immersion objective. Additionally we include the effects of the near-field contribution of the
scatterer on the glass-water interface by azimuthally (numerically) averaging Eq. (S26) & Eq. (S27), comparing the resulting
(integrated) field distribution with that of Eq. (S95) and find that γ ≈ 1.58 for the same 1.42 NA objective.

NA 1.2 1.3 1.4 1.5
ni 1.515 1.515 1.515 1.515
γ 1.14 1.21 1.53 1.67

Table S1. Enhancement factor γ for different detection objective NAs.

In terms of the scattering, we write the electric field as a delta-distribution:

Esca(r) = t2 · t1 · δ(r). (S98)

The convolution δ⊗h= h yields the PSF itself, hence the scattered field on the detector is given as:

Asca(r) = Esca(r)⊗h(r) =

= t2 · t1 ·
+∞∫

−∞

dv δ(v−r) ·h(v) = t2 · t1 ·h(r). (S99)

The scattered power (units W ) of the protein is given by:

Psca = µ ·σsca · Iillu, (S100)

with µ the collection efficiency of the detection objective, Iillu the illumination intensity (units: W/m2) and the scattering
cross-section (units: m2), given as:

σsca = 1
6π ·

(
2π
λ

·nm

)4
· α2. (S101)

The polarizability α (units: m3) of a spherical particles is given as:

α= 3 ·V ·
n2

p −n2
m

n2
p +2 ·n2

m

, (S102)

with V being the volume (units: m3) and np, nm the refractive indices of protein and surrounding medium.
Here, however, we want to simply state a linear relationship between the proteins mass m and α:

α = δα · m, (S103)

δα = 723.857 Å3

kDa
, (S104)

with δα which is the slope of the fitted line in Figure 4a in the main text.
In terms of detected, scattered, intensity this yields (note that t2 is already taken care of in γ):

|Asca(r)|2 = |t1|2 ·h2
0 · exp

(
− |r|2

2 ·σ2
h

)
= |t1|2 · µ ·σsca · Iillu ·γ ·ABFP

λ2 ·f2
obj︸ ︷︷ ︸

|Asca|20

·exp
(

− |r|2

2 ·σ2
h

)

= |Asca|20 · exp
(

− |r|2

2 ·σ2
h

)
. (S105)

Since the illumination is assumed to be widefield, the reflection simply takes the form of a constant field distribution:

Eref = τ · r. (S106)
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With this we are able to express the detected field Aref as:

|Aref|2 = |τ |2 · |r|2 · Iillu︸ ︷︷ ︸
=|Aref|20

= |Aref|20. (S107)

Note that both, Aref and Asca, are in SI base units of W/m2.
To compute the effect of shot noise, we need to converte the two fields, scattered & reflected, into photon counts. For this we
recall the definition of power as the ratio of energy change to time duration required for this change to happen:

P = ∆E
∆t → ∆E = P ·∆t. (S108)

In our case ∆t correspond to the (effective) exposure time when recording light on our detector.
The energy of a single photon at wavelength λ is:

Eph = h · c
λ
. (S109)

With this we are able to compute the number of photons per (light) power (units: W ), according to:

N = ∆E
Eph

= P ·∆t ·λ
h · c

. (S110)

Hence, the number of detected, reflected, photons per pixel is now given as:

Nref = OT · QE ·

 +dpx/2∫
−dpx/2

dx

+dpx/2∫
−dpx/2

dy |Aref|2

 · ∆t ·λ
h · c

= OT · QE · |Aref|20 ·

 +dpx/2∫
−dpx/2

dx

+dpx/2∫
−dpx/2

dy 1

 · ∆t ·λ
h · c

= OT · QE · |Aref|20 ·Apx · ∆t ·λ
h · c

. (S111)

with the integration indicating the effect of the photon-sensitive area of a single pixel Apx = d2
px, OT being the throughput of

the optical system and the quantum efficiency QE of the detector.
Similarly we find for the number of detected, scattered, photons:

Nsca = OT · QE ·

 +dpx/2∫
−dpx/2

dx

+dpx/2∫
−dpx/2

dy |Asca|2

 · ∆t ·λ
h · c

= OT · QE · |Asca|20 ·

 +dpx/2∫
−dpx/2

dx

+dpx/2∫
−dpx/2

dy exp
(

−x2 +y2

2 ·σ2
h

) · ∆t ·λ
h · c

= OT · QE · |Asca|20 ·
[√

2π ·σh · erf
(

dpx

2
√

2 ·σh

)]2

︸ ︷︷ ︸
≈Apx

·∆t ·λ
h · c

. (S112)

This allows us now to define the photon count with (N ) and without (Nbkg) scatterer:

N = Nref +Nsca +2 ·
√
Nref ·Nsca, (S113)

Nbkg = Nref. (S114)

In the following we are assuming that N ≤NFWD, the full-well-depth of the detector. Note that one effectively increases the
detected signal beyond NFWD by employing pixel and frame binning (denoted by nbin):

N = navg ·nbin ·
(
Nref +Nsca +2 ·

√
Nref ·Nsca

)
, (S115)

Nbkg = navg ·nbin ·Nref, (S116)
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with navg being the window size employed in the moving average computation of the ratiometric signal.
The ratiometric contrast in terms of photon counts CN is:

⟨CN ⟩ = CN =
N −Nbkg

Nbkg
. (S117)

At the same time the variance of this ratiometric signal approximately given as (see Eq. (S89)):

Var{CN } ≈ 2
Nbkg

. (S118)

Hence, we can define the signal-to-noise ratio SNR of the ratiometric signal as:

SNR = ⟨CN ⟩√
Var{CN }

= 1√
2

·CN ·
√
Nbkg = 1√

2
·
N −Nbkg√

Nbkg
. (S119)

Altogether, the number of detected (reflected) photons is given as:

Nbkg =Nref = Iillu · ∆t ·λ
h · c

· OT · QE ·navg ·nbin · |τ |2 · |r|2 ·d2
px. (S120)

Similarly, we find for the scattered component (|t1|2 = 1−|r|2):

Nsca = Iillu · ∆t ·λ
h · c

· (2π)4

6π︸ ︷︷ ︸
= 8

3 π3

·navg ·nbin ·
OT · QE ·

[
1−|r|2

]
·µ ·n4

m ·γ ·ABFP ·d2
px

λ6 ·f2
obj

· [δα ·m]2 . (S121)

The interference component is now defined as:

2 ·
√
Nref ·Nsca = Iillu · ∆t ·λ

h · c
·2

√
8
3π

3 ·navg ·nbin ·
OT · QE ·

√
1−|r|2 ·√µ ·n2

m ·√γ ·
√
ABFP ·d2

px · |τ | · |r|
λ3 ·fobj

·δα ·m. (S122)

Hence, the differential signal, neglecting the purely scattering component, is given as:

N −Nbkg ≈ 2 ·
√
Nref ·Nsca = (S123)

= Iillu · ∆t ·λ
h · c

·2
√

8
3π

3 ·navg ·nbin ·
OT · QE ·

√
1−|r|2 ·√µ ·n2

m ·√γ ·
√
ABFP ·d2

px · |τ | · |r|
λ3 ·fobj

· δα ·m.

And the square-root of the reflected component as:

√
Nbkg =

√
Iillu ·

√
∆t ·λ
h · c

·√navg ·nbin ·
√

OT · QE · |τ | · |r| ·dpx. (S124)

Finally we are able to write for the ratiometric SNR:

SNR = 1√
2

·
N −Nbkg√

Nbkg
≈ 2√

2
·
√
Nsca = (S125)

=
√
Iillu ·

√
∆t ·λ
h · c

· 2√
2

√
8
3π

3 ·√navg ·nbin ·
√

OT · QE ·
√

1−|r|2 ·√µ ·n2
m ·√γ ·

√
ABFP ·dpx

λ3 ·fobj
· δα ·m.

Note that the SNR is independent of the mask strength τ , as it influences contrast and noise simultaneously, such that they
cancel each other. Contrary to this, the ratiometric contrast is improved upon modifying the effective reflectivity from the
glass-buffer medium interface:

⟨CN ⟩ = 2
√

8
3π

3 ·
√

1−|r|2 ·√µ ·n2
m ·√γ ·

√
ABFP

λ3 ·fobj · |τ | · |r|
· δα ·m. (S126)

But the contrast is not simply enhanced by increasing Iillu, navg, nbin or any other parameter that yields a higher photon flux
at the detector. Those merely affect the noise of the ratiometric signal, as:

Var{CN } ≈ 2

Iillu · ∆t ·λ
h · c

· OT · QE ·navg ·nbin · |τ |2 · |r|2 ·d2
px

. (S127)
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We can use the analytical model to compute a mass-equivalent signal-to-noise ratio: the smallest mass mq that one would be
able to detect with an SNR-level of q:

mq = q

δα
· 1√

Iillu
·
√

h · c
∆t ·λ ·

√
2

2

√
3

8π3 · 1
√
navg ·nbin

·
λ3 ·fobj√

OT · QE ·
√

1−|r|2 ·√µ ·n2
m ·√γ ·

√
ABFP ·dpx

. (S128)

In terms of mass resolution we employ the concept of the Quantum-Cramer-Rao lower bound (QCRLB) [23]. The smallest
achievable uncertainty of estimating the mass of the protein is then given as:

σm = 1
2 · m√

Nsca
= m√

2
· 1

SNR
=mq=

√
0.5 = (S129)

= 1
2 · 1
δα

· 1√
Iillu

·
√

h · c
∆t ·λ ·

√
3

8π3 · 1
√
navg ·nbin

·
λ3 ·fobj√

OT · QE ·
√

1−|r|2] ·√µ ·n2
m ·√γ ·

√
ABFP ·dpx

.

Note that this uncertainty independent on whether the measurement is performed interferometrically or in darkfield mode.
The latter, however, exhibits a worsened SNR by a factor of

√
2, as:

SNRdarkfield = Nsca√
Nsca

=
√
Nsca = 1√

2
· SNR, (S130)

with:√
Nsca =

√
Iillu ·

√
∆t ·λ
h · c

·
√

8
3π

3 ·√navg ·nbin ·
√

OT · QE ·
√

1−|r|2 ·√µ ·n2
m ·√γ ·

√
ABFP ·dpx

λ3 ·fobj
· δα ·m. (S131)

Making it more difficult to reach the fundamental σm-value in practice. Of course this also translates into the smallest
detectable mass: mq,darkfield =

√
2 ·mq .

S11 Signal-to-noise ratio including excess noise

To including the additional excess (or baseline) noise we add the additional uncertainty σ2
exc. (in terms of the ratiometric

signal) to the variance stemming from shot-noise alone, according to:

SNRexc. = ⟨CN ⟩√
Var{CN }+σ2

exc.
= CN√

2
Nbkg

+σ2
exc.

. (S132)

We can rearrange the denominator which yields in:√
2

Nbkg
+σ2

exc. =

√
2 + σ2

exc. ·Nbkg

Nbkg
. (S133)

Altogether we find for the signal-to-noise ratio including the excess noise:

SNRexc. =
N −Nbkg

Nbkg
·
√
Nbkg · 1√

2+σ2
exc. ·Nbkg

= (S134)

=
N −Nbkg√

Nbkg
· 1√

2+σ2
exc. ·Nbkg

. (S135)

Which we can relate to the shot-noise limited SNR through:

SNRexc. = SNR ·
√

2√
2+σ2

exc. ·Nbkg︸ ︷︷ ︸
=ξ

. (S136)

Verifying that for σexc. = 0 we get: SNRexc. = SNR. Note that this automatically means that the SNRexc. equivalent mass
mq,exc. is still given by Eq. (S128), only with the substitution:

q → q/ξ. (S137)
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Finally we would want to see how SNRexc. behaves when detecting a larger number of photons, e.g. through increase of the
illumination (in case of pure shot-noise the SNR is unlimited as: SNRmax = +∞). For this we introduce a scaling factor ϵ:

N → ϵ ·
(
Nbkg +Nsca +2 ·

√
Nbkg ·Nsca

)
, (S138)

Nbkg → ϵ ·Nbkg. (S139)

So we get for the shot-noise limited SNR:

√
2 · SNR ≈

ϵ ·2 ·
√
Nbkg ·Nsca√
ϵ ·Nbkg

=
√
ϵ ·2 ·

√
Nsca. (S140)

With this we find for SNRexc.:

SNRexc. = 2 ·

√
ϵ ·Nsca

2+σ2
exc. · ϵ ·Nbkg

= 2 ·
√

Nsca
2
ϵ +σ2

exc. ·Nbkg
. (S141)

Taking this in the limit of ϵ→ ∞:

lim
ϵ→∞

SNRexc. = 2
σexc.

·

√
Nsca

Nbkg
. (S142)

With the following ratio of scattered to reflected number of photons:

Nsca

Nbkg
= |Asca|20

|Aref|20
=

|t1|2 · µ·σsca·γ·ABFP
λ2·f2

obj

|τ |2 · |r|2
=

= 8
3 ·π3 · |t1|2 ·µ ·n4

m ·γ ·ABFP

λ6 ·f2
obj · |τ |2 · |r|2

· [δα ·m]2 . (S143)

S12 Mass photometry signal for different mask types
Figure S1 presents line profiles of the simulated data for Hsp16.5 (24-mer; ≈ 400 kDa) in the lateral (a & c) and axial
(b) dimensions. In general increasing the mask strength increases the sensitivity of the MP-system as the small ratiometric
contrast (a & b) gets enhanced, such that the signal rises above the shot-noise level. To obtain the optimum performance it is
necessary to further make sure that the reference and scattered light are exactly in-phase, which requires the mask to introduce
an additional π/2 phase shift. We term this the phase matched mask (a & b, bottom) and now observe the optimum contrast
and the nominal focal plane. Note that, when considering a finite full-well-depth of the detector, the attenuation mask can not
be arbitrarily strong. As the recorded modulation due to glass roughness increases such, that certain pixels will be saturated.

(a) (b) (c)
Figure S1. Ratiometric contrast and recorded intensity when simulating the MP signal of Hsp16.5 (24-mer, ≈ 400 kDa). a) Lateral line profile of the ratiometric contrast,
when imaging using no mask (top, black), a 1% mask (middle, blue) and a 1% mask with phase matching condition (bottom, magenta). The thick line represents the
expected (noise-free) signal and the thin line a noisy measurement. (b) The same as in (a), only as a axial line profile. Note how the axial position of optimum contrast
is shifted towards the nominal focal plane, when using the phase matched 1% mask. (c) Lateral line profile of the recorded intensity, including the effects due to glass
roughness. Improving the performance of the MP-system by increasing the mask strength is limited, as this leads to a stronger detected modulation in the raw data, which
ultimately fills the complete full-well-depth of the detector, i.e. preventing more information to be captured.
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S13 Comparison between PDB vs alphafold structure of BSA
As noted in the main text, the PDB-file that we used to simulate the ratiometric signal of BSA (PDBID 3V03) does only
contain a smaller subset of the atoms of a real BSA molecule in buffer solution. To get a more realistic estimation of the
inferred contrast we performed the same simulation with the polarizability obtained from a PDB-structured predicted by
AlphaFold [24] (UniProt P02769). Overall we observe an increase of ≈ 11%, resulting in m ≈ 64 kDa, in good agreement
with the experimentally expected values.

(a) (b) (c)
Figure S2. Ratiometric contrast comparison between PDB & alphafold prediction of BSA (a), 200 bp double-stranded (ds) DNA at different orientations (b) and illumination
polarizations. a) The AlphaFold prediction of BSA (UniProt P02769) contains the atoms that were missing in the original PDB structure (PDBID 3V03), yielding an overall
increase of the inferred mass by ≈ 11%. b) When imaging 200 bp dsDNA using linearly polarized illumination the ratiometric signal changes with the orientation (θz = 0◦,
θz = 90◦) of the rod-like molecule. c) Ratiometric signal for randomly oriented dsDNA molecule imaged with linearly (blue) or circularly (magenta) polarized light, yielding
the same contrast which corresponds to ≈ 121 kDa. Note that the mass-to-contrast conversion is larger when imaging dsDNA, compared to proteins (see [25]).

S14 MP signal for dsDNA imaged with linearly & circularly polarized illumination
In addition to the data shown in Fig3 of the main text, here we include measurements for 600 bp DNA. We further investigated
the theoretical signal to be expected from such a rod-like structure. For this we first generated a random sequence of dsDNA
containing 200 bp which we transferred into a PDB-file (B-DNA model) using [26] (see blue in Fig. S3 a). The simulated
ratiometric signal for two orthogonal orientations (θz = 0◦, θz = 90◦) are shown in Fig. S2 b), indicating a strong change
depending how the rod-like molecule is aligned with respect to the linearly polarized illumination. We also investigate the
effect of randomly oriented dsDNA (200 bp) when being imaged either with linearly (blue) or circularly (magenta) polarized
light. Both imaging scenarios yield the same ratiometric contrast amounting to ≈ 121 kDa. Note the larger mass-to-contrast
conversion factor (×1.25) when imaging dsDNA compared to that of proteins, as reported in [25].

(a) (b) (c)
Figure S3. a) Graphical depiction of the used DNA model. Top: Double-stranded (ds) DNA PDB-model with 200 (blue) and 400 (magenta) base pairs, showing the
assumed rod-like shape (∅ ≈ 2 nm; length ≈ 68 & 136 nm). Bottom: zoom depicting the helical structure of the 200 bp dsDNA. b) Simulated landing assay histogram of
dsDNA (200 bp: m ≈ 120 kDa; 400 bp: m ≈ 240 kDa), imaged using circularly (top, blue) and linearly (bottom, magenta) polarized light. Indicating the broadening of
mass peaks, depending on the illumination polarization. c) Experimental mass histogram of a mixture of 200, 400 and 600 bp dsDNA.

Further, we simulated landing assays with the 200 & 400 bp version of the dsDNA, and depict the fitted mass histograms in a
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similar way to the experimental findings (Fig. 3a) in Figure S3 b). In case of the 200 bp dsDNA we see the same broadening
of the mass peak, depending on the illumination polarization. For the 400 bp version, however, our simulation indicates a
much broader peak already when using circularly polarized light. This is mainly due to the fact that the simulation only takes
into account point-like objects, i.e., particles smaller than the simulated pixel size (here 70 nm). In the presented case, this
causes an error leading to the apparent mass broadening, as the 400 bp dsDNA molecules have a length of ≈ 136 nm, while
the 200 bp dsDNA only amounts to ≈ 68 nm. Meaning that in the case of the 400 bp dsDNA, the pixelation error hides the
actual broadening due to the linearly vs circularly polarized illumination (as experimentally shown in Fig. 3a in the main text).

Note that increasing the pixel size will not alleviate the error caused by the pixelation, as it would still be required to fulfil
the Shannon-Nyquist sampling theorem [27], i.e. a pixel size of ≲ 80 nm when using a numerical aperture of NA = 1.42 and
λ= 445 nm. A potential approach to circumvent the pixelation error, would be to modify the simulation routine such that the
convolution in Eq. (S1) is performed on a superset of pixels that encode the orientation of the DNA molecule. However, this
has been beyond the scope of our work.

S15 Simulated mass resolution for detecting BSA monomer at different exposure times

Being able to simulate landing assay movies we looked into the mass resolution, i.e. the width of the fitted Gaussian,
when detecting the BSA-monomer alone. We do this for a changing effective exposure time and assume shot-noise limited
performance. The results are shown in Fig. S4 a) for different simulated scenarios and experimental results.
Starting out with a 0.1% mask and simulated glass roughness without the correction in post-processing (black curve) we
observe an optimum value of σm ≈ 5.5 kDa. Lowering the effective exposure time will make the analyzed ratiometric movies
look more noisy, making it more difficult for the particle picking & fitting algorithms to perform optimally. Making use of the
correction step (Eq. (S51); blue) enables to extract a minimum σm ≈ 2 kDa, in this ideal simulated scenario. Interestingly,
performing the simulation without the glass roughness (hence no need for such a correction; green), yields a similar value for
σm. Indicating that in principle the correction is enabling to achieve a performance similar to that of using a perfectly flat
coverslip, assuming a constant |Eillu|. Experimental results are shown in red, exhibiting a minimum σm ≈ 7.5 kDa, which fits
more to a 1% mask. This difference is most likely due to the additional baseline noise of ≈ 5 kDa (see Fig. 5 in main text).

(a) (b) (c)
Figure S4. a) Fitted width of Gaussian for simulated and experimental landing assay data of the BSA monomer, in dependency of effective exposure time. Simulating a
0.1% mask including glass roughness yields a minimum σ ≈ 5.5 kDa, while this can be further decreased when making use of the correction step in post-processing
to σ ≈ 2 kDa. Note that this comes very close to the value we observe when simulating without glass roughness. Experimental results, however, achieve σ ≈ 7.5 kDa,
which most likely is due to the additional baseline noise of ≈ 5 kDa as described in the main text (e.g. see Fig. 5 b - c) Minimum detectable mass with SNR = 1 with (b)
and without (c) this additional excess noise. For realistic imaging parameters we find that mq=1 ≈ 5 kDa, which is in agreement with the results shown in [28].

S16 Smallest detectable mass with SNR = 1; with and without excess noise

Equation Eq. (S128) enables us to calculate the smallest detectable mass given a certain SNR level. Here we show the results
for the fundamental limit, i.e. SNR = 1. When including the additional baseline noise of ≈ 5 kDa and realistic imaging
parameters, we observe mq=1 ≈ 5 kDa. Which seems realistic given the results shown in [28], detecting a 9 kDa protein at
SNR ≈ 1.4. When neglecting the additional baseline noise our calculation suggest to reach mq=1 ≈ 1.5 kDa with the same
illumination power & effective integration time.
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S17 Influence of the reflection correction on particle number and their landing coordinates
To compensate for the spatially varying reflection due to the glass roughness, we employ a correction step (Eq. (S51))[16],
which alters the ratiometric contrast C locally. This might affect the subsequent data analysis, especially the particle picking
which depends on the local distribution of the corrected C′. To get an estimate on these potential alterations we analyzed an
experimental data set, with and without employing eq. S51, and report the results in Table S2 & S3 below.

Number of found particles Number of fitted particles
Without reflection correction 1886 1348
With reflection correction 1870 1344
Ratio of overall events ∼99% ∼99%

Table S2. Number of found/fitted particles when processing the raw data with and without reflection correction.

Found particles Fitted particles
Number of matching landing coordinates [x,y,frame] 1710 1225
Ratio to overall detected particles ∼91% ∼91%

Table S3. Number of matching landing coordinates when processing the raw data with and without reflection correction.

We see that the correction step maintains almost all landing events (∼ 99%), while not changing the found/fitted landing
coordinates (∼ 91% matching in x,y and frame number).
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