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1. INTRODUCTION

1.1. Purpose and Scope of the Review

The last 15 years saw a dramatic increase in the number of
published papers exposing research related to the concept of
protein disorder and a concomitant increase in the number of
papers reporting the results of single-molecule experiments.
Even though, when taken separately, both sets of recent papers
on protein disorder and single-molecule experiments are
numerous, their intersection at the time of writing is limited
to a group of around 200 published works, including
particularly relevant theoretical works and reviews (see Figure
1). We will herein attempt a comprehensive review of the past
decade of scientific literature concerning the subject of protein
disorder investigated by single-molecule techniques.

1.2. On the Challenging Characterization of Intrinsically
Disordered Proteins

Although a small number of papers touching on the concept of
protein disorder can be found in the literature throughout the
last three decades,1 the interest shown by the scientific
community in IDPs and in the concept of protein disorder in
general has begun to rapidly and steadily increase only in the
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Figure 1. Number of works cited in this review, tallied by year,
excluding reviews and methodological papers. Only reports of single-
molecule level experiments giving access to information on a
disordered protein or protein region were included.
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last 15 years. As early as 2006, the distribution of papers per
year published included in the database of protein disorder
(DisProt)2 clearly showed exponential growth. However, the
IDP field was almost nonexistent a mere 15 years ago.3 As
suggested by Dyson,4 during the last years of the 20th century
two key factors concurred to weave a pattern that prompted the
scientific community to reassess its understanding of the long-
standing “structure−function paradigm”.5 The first was the
rapid increase in the availability of gene sequences and the
consequent observation that they often code for unstructured
proteins.6 The second factor was a rapid succession of papers
independently reporting that several proteins linked to
transcriptional/translational control or signaling failed to
acquire a stable fold even in the most structure-inducing
conditions.7 The emerging picture was that a large number of
proteins existed whose functional forms were not necessarily
folded into a well-defined three-dimensional structure. The idea
that a large class of those “flexible” proteins (as opposed to
sporadic cases) existed and needed to be systematically studied
in the context of a revised structure−function model began to
take hold.8 As noted by Uversky,1 the late recognition of IDPs
as a broad but coherent class of proteins as described above
allowed them to be rediscovered several times from the 1970s
onward, each time with a different name (examples include

“pliable”, “floppy”, “rheomorphic”, “mobile”, “natively un-
folded”, “vulnerable”, and “dancing” proteins).1 Even though
a few of these names are still used today, in recent years a
consensus is emerging on using “IDP” almost exclusively.
Following a largely accepted definition, an IDP is a protein

that populates a broad ensemble of different conformational
states in at least one of its biologically active forms.1,3−5,8−10

Under physiological conditions, IDPs do not assume a single,
geometrically well-defined structure. In contrast, either their
entire length or specific subregions dynamically interconvert
among multiple conformations with similar free energies. Their
structural parameters (e.g., their backbone dihedral angles)
undergo ample and rapid fluctuations in time, clustering around
several “most probable” values corresponding to those
conformations having comparatively longer dwell times. Many
IDPs are far from being ideal random coils, as their
conformational behavior can be often portrayed by the
combination of relatively few distinct structures,1,11,12 but in
other cases, the persistence of residual structure is so low that
the fully disordered polymeric properties dominate.13−18 These
peculiar characteristics of IDPs are easily visualized in terms of
their equally peculiar free energy landscapes.
Broadly speaking, free energy landscapes characterized by a

single prominent minimum and a funnel-like topography

Figure 2. Pictorial representation of the free energy landscapes of proteins with an increasing degree of intrinsic disorder. Free energy landscapes of
structured proteins characterized by a stable three-dimensional structure are dominated by a single deep funnel (A), while those corresponding to
proteins able to adopt a limited number of structures show a small number of basins of similar depth separated by substantial barriers (B).
Disordered proteins are instead characterized by shallow energy landscapes (C) with several local minima of comparable free energy, separated by
low barriers allowing fast interconversion kinetics between conformations.

Figure 3. Schematization of the relationship between intrinsic disorder and protein function, as proposed in Figure 8 of ref 8. The concept of
“structure” as implied by the classical structure−function paradigm needs to be substituted with the “disorder−order continuum” concept in order to
describe many documented protein functions. Adapted with permission from ref 8. Copyright 2010 Elsevier.
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correspond to proteins which fold into a single native
conformation by progressively driving partially folded inter-
mediates toward the bottom of the funnel.19 The energy
landscapes of IDPs are in contrast characterized by the lack of a
single dominant global minimum and the presence of multiple,
shallow local minima corresponding to the comparatively more
stable conformations.20,21 IDPs can thus be considered to lie in
a “disorder−order continuum”4,16 whose extremes are fully
folded proteins on one end and excluded volume chains devoid
of residual structure on the other (see Figure 2).
The biological functional repertoire of IDPs is highly

complementary to that of ordered proteins1,8 and focused on
regulation, recognition, signaling, and control17−19 (see Figure
3). Far from being a mere coincidence, the shallow energy
landscape and consequent conformational flexibility typically
shown by IDPs may in fact be an advantage for the fulfillment
of their most common biological roles, just as a geometrically
well-defined, robust three-dimensional structure is a prereq-
uisite for most enzymes.9,22,23

For example, IDPs are often involved in pathways where the
ability to interact with multiple partners with high specificity
but low affinity could be crucial. Although the issue is quite
complex and summarizing it in one sentence hides many of its
subtle and intriguing aspects, in general terms the binding of an
IDP to a specific partner often entails acquisition of structure
by the disordered ensemble.24 Consequently, complex
formation implies a high entropic cost which balances the
enthalpic gain, thus enabling low-affinity/high-specificity
interactions.25 It may be also due to this effect that intrinsic
protein disorder has a prominent role in the functional
mechanisms of the so-called protein hubs.17,22 While the
majority of nodes found in interactome graphs26 have few
connections,27 a small number of highly connected hub nodes
are observed, corresponding to proteins able to interact with
multiple partners. Both structured and disordered proteins can
act as a hub; often hub IDPs bind different partners via their
disordered regions, and structured hubs bind their several
partners’ disordered regions.28 These two specular behaviors
are often referred to as “one-to-many” and “many-to-one”
signaling, respectively.23,29

Another example of the peculiar modes of interaction with
folded molecular partners available by intrinsic disorder is the
comparatively fast kinetics of the coupled folding−binding
processes observed in some instances by complexes involving
IDPs.30−33 A possible explanation for this feature is given by the
“fly-casting”34 model, according to which an unstructured
protein is able to weakly bind to targets found within an
unusually large capture radius then optimize the binding
interaction via a concurrent acquisition of structure. As in the
previous example, this short description neglects many
fascinating facets of the phenomenon. For instance, even if
the capture radii of IDPs are generally large due to higher
flexibility, their capture rates may not be greater than those of
folded proteins due to the slower translational diffusion caused
by the extended conformations. However, based on simu-
lations, it has been suggested that a smaller number of
molecular encounters may be required for the successful
interaction of an IDP with its target, resulting in enhanced
binding rates with respect to an interaction between structured
proteins.35

Although the biological function of IDPs frequently involve
disorder-to-order transitions and partner binding as mentioned
above, some of the activities ascribed to them fall under the so-

called “entropic chain” functional category.36 These activities
directly depend on the flexibility, pliability, and plasticity of the
backbone1 and rely exclusively on the high conformational
freedom of extended random-coil-like regions. Specific
mechanisms of action employed by members of the entropic
chain functional category identified so far include flexible
linkers and spacers, “entropic bristles”, “entropic springs”, and
“entropic clocks”.37

As briefly exemplified in the above paragraphs, almost every
aspect of IDPsfrom their nonstructured state to the
mechanisms of interaction with their molecular partners to
their functional activitiesis inadequately portrayed by static
structural descriptions. The same characteristics making IDPs
so interesting and unique from the biological and biophysical
perspective renders them elusive to characterization by many
traditional techniques. A fully quantitative characterization of
the IDP’s conformational energy landscape is needed, since the
relative populations and mutual interconversion kinetics of the
most stable conformations at equilibrium are determined by the
depths, positions, and profiles of the basins found therein.
In practice, however, even an approximate quantitative

reconstruction of a complex energy landscape relies on the
ability to experimentally discern between multiple conforma-
tions of a protein in a given condition. This is not a trivial task
since the conformations to be resolved typically have
submicrosecond interconversion rates, and each of them
could be present in the examined ensemble only as a small
fraction of the entire population. Moreover, the picture is
further complicated by the fact that several extrinsic factors
such as pH, temperature, ionic strength, molecular crowding,
and small-molecule binding can reshape the energy landscape,
biasing the result by favoring one or more conformations with
respect to others.

1.3. Added Value of Single-Molecule Studies on IDPs

Dozens of different biophysical and biochemical methods8 have
been applied to the study of unstructured protein regions and
IDPs, each one giving different and potentially complementary
information about the disordered state.38−42 In particular,
single-molecule techniques43−46 have proven to be very
successful in overcoming the limitations brought by the
ensemble and time averaging of signals in classical method-
ologies.47 While those limitations are often not as consequential
when studying reasonably homogeneous populations such as
those of structured proteins, they definitely render the
meaningful characterization of heterogeneous ensembles such
as those of IDPs challenging or even impossible. In contrast,
the ability to individually discern signals originating from single
molecules within a population at the maximum possible
temporal resolution is particularly suited to study disordered
protein regions for the reasons we outline in the following
paragraphs.
All single-molecule experiments are by definition able to

avoid ensemble averaging since they give information on the
smallest possible subensembles of a population, i.e., individual
molecules. This allows detection of rare individuals within a
population whose contribution to the average signal could get
lost in ensemble measurements. However, in the case of IDPs,
the time scale of the measurement (in terms of both temporal
resolution and maximum duration of the observation) is also
crucial, since the dynamic heterogeneity of each individual
molecule could be lost to time averaging. In very general terms,
the relevant dynamics for interconversion between different

Chemical Reviews Review

dx.doi.org/10.1021/cr400297g | Chem. Rev. 2014, 114, 3281−33173283



conformations range from the submicrosecond time scale for
fully unstructured regions to increasingly longer times as the
contribution of specific and cooperative interactions increases,
resulting in a continuous transition into the seconds, minutes,
and hours processes observed in protein folding and misfolding
reactions.48 Removal of ensemble and time averaging from
measurements performed on protein ensembles gives potential
access to several unique pieces of information.

(i) The complete distribution of an observable within a
population rather than only the first moment available
from most ensemble measurements.

(ii) Discrimination between static and dynamic heterogenei-
ty.

(iii) Direct measurement of equilibrium or nonequilibrium
kinetics without the need for ensemble synchronization.

(iv) Detection of rare individuals of a population and/or rare
states of single individuals.

(v) Observation of cause and effect relationships between
events and intermediate states found along a reaction
pathway.44

While all the points above are generally pertinent to studies
performed on all types of proteins, single-molecule measure-
ments of IDPs bring forward a few more specific additional
advantages. First, the ability to discern causal relationships
mentioned in point v above is potentially particularly suited to

explore sequences of events occurring after, or concurrently
with, the formation of encounter complexes49 such as those
formed by IDPs upon binding with molecular partners.50

Another advantage is related to the fact that several IDPs are
prone to aggregate into multimeric structures51 and that the
molecular details of their aggregation are of particular interest
since many of them are involved in neurodegenerative
diseases.52,53 Single-molecule experiments can be designed to
discern between signals of IDP monomers and oligomers, thus
giving access to information, e.g., about the first events in an
amyloidogenic cascade.54,55 However, the ability to discriminate
between the signal of a monomer and that of superior
multimers can be also exploited to rule out the possibility that
observables ascribed to the monomer are not biased by the
erroneous inclusion of signals generated by dimeric or
oligomeric aggregates.56−58

Three broad families of single-molecule experiments have
been successfully applied to the study of IDPs: (i) fluorescence-
based techniques, (ii) force spectroscopy, and (iii) single-
nanopore analysis. In the following section, we give a survey of
existing literature on single-molecule experiments performed on
IDPs.

Figure 4. Schematic drawings of single-molecule fluorescence detection methods. (A) Prism-based total internal reflection fluorescence (TIRF)
setup. A laser beam (blue) is reflected at the interface of the sample solution and the top of the sample cell, forming an evanescent field that can be
used to selectively excite molecules in close proximity (typically <100 nm) to the surface of the cover slide. Molecules are usually immobilized to the
surface. Fluorescence is collected with a high numerical aperture objective lens and focused onto a sensitive CCD camera. An image splitter can be
used to direct emission of different wavelengths (e.g., donor and acceptor emission in a FRET experiment) to different areas of the CCD chip, which
can then be superimposed for the analysis to quantify donor and acceptor intensities from the same molecule. (B) Confocal single-molecule
experiment on freely diffusing molecules. In this example of a four-channel instrument, the fluorescence signal is first separated by polarization and
then by wavelength into the detection channels corresponding to emission from donor and acceptor chromophores. Data can either be taken on
molecules freely diffusing in solution at very low concentration and observed while they diffuse through the confocal detection volume, or data on
immobilized molecules can be recorded by sample or laser scanning.
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2. LITERATURE REVIEW

2.1. Single-Molecule Fluorescence Techniques

Single-molecule fluorescence methods have started to take an
important place in the study of IDPs and protein conformations
and conformational dynamics in general.48,59,60 Even though
the range of methods employed often share common
principles, a variety of different approaches have proven to be
particularly useful. In the following section, we will briefly
introduce these techniques and summarize the underlying
physical principles and the kind of information they can
provide.
2.1.1. Single-Molecule Fluorescence Instrumentation

and Methods.
2.1.1.1. Single-Molecule Fluorescence Detection. The

instrumentation used for optical single-molecule detection61−66

typically involves either confocal excitation and detection using
pulsed or continuous wave lasers and avalanche photodiodes
(APDs) or wide-field microscopy with two-dimensional
detectors such as sensitive CCD cameras, often in combination
with total internal reflection fluorescence (TIRF) (Figure
4).67,68 Wide-field imaging allows the collection of data from
many single molecules in parallel, albeit at much lower time
resolution than in a confocal experiment using APDs. In
confocal epifluorescence detection, a laser beam is focused with
a high numerical aperture objective to a diffraction-limited focal
spot that serves to excite the labeled molecules. In the simplest
experiment, the sample molecules are freely diffusing in
solution at very low concentration (typically 10−100 pM),
ensuring that the probability of two or more molecules residing
in the confocal volume at the same time is negligible. When a
molecule diffuses through the laser beam, the fluorophore
attached to the sample molecules is excited; fluorescence
emission is collected through the objective and gets focused
onto the pinhole, a small aperture serving as a spatial filter.
Depending on the specific type of experiment, dichroic mirrors,
polarizing beam splitters, or similar optical elements are used to
direct emission to the corresponding detectors, from where the
data are collected with suitable counting electronics. Modern
electronics allow the arrival time of every individual detected
photon to be stored with picosecond time resolution and
completely synchronized for all detection channels.69−71 This
mode of data collection provides maximum flexibility and
versatility for data processing. The setup can be extended to
sorting photons by several colors, e.g., if more than two
chromophores are used,72,73 or by both color and polar-
ization.74 The advantage of observing freely diffusing molecules
is that perturbations from surface interactions can largely be
excluded, but the observation time is limited by the diffusion
times of the molecules through the confocal volume. Typically,
every molecule is observed for no more than a few milliseconds.
The resulting fluorescence bursts can be identified by applying
an intensity threshold75 or more advanced algorithms.76−78

From the identified bursts, transfer efficiency histograms or
other signal distributions can be constructed. Alternatively, the
molecules can be immobilized on the surface and then observed
for a more extended period of time, typically a few seconds,
until one of the chromophores undergoes photodestruction. A
potential complication in this case is interactions with the
surface that can easily perturb the sensitive conformational
distribution and dynamics of IDPs. The details of single-
molecule instrumentation can be found in several sour-
ces.62,68,79,80 An important development for the wide

application of single-molecule fluorescence methods is the
recent availability of comprehensive commercial instrumenta-
tion.81

2.1.1.2. Single-Molecule Förster Resonance Energy Trans-
fer (FRET). A goal of many single-molecule studies is the
observation of conformations, conformational transitions, or
molecular interactions, which requires methods for probing
intra- and intermolecular distances on the nanometer length
scale. The most popular method is single-molecule FRET,68,82

which is based on the nonradiative transfer of excited-state
energy from a suitable donor to an acceptor chromophore.83

With the known dependence of the rate of energy transfer on
the inverse sixth power of the distance,84 the fluorescence
emission of donor and acceptor can be related quantitatively to
the separation of the chromophores (Figure 5). In this way,

distances, distance distributions, and the underlying dynamics
can be monitored in single molecules on length scales of ∼2−
10 nm and on time scales from nanoseconds to days.48,68

A key strength of this type of experiment is the possibility to
separate the signals from various subpopulations, such as
different conformational states of an IDP, which allows a variety
of subpopulation-specific parameters to be measured85 that are
difficult to determine otherwise. In a confocal experiment with
pulsed excitation and four detection channels, for example, the
emission wavelength range (i.e., whether it is a donor or an

Figure 5. Comparison of FRET and PET. In its classical description,
Förster resonance energy transfer (FRET) originates from the
resonance of the transition dipole moments of donor (D) and
acceptor (A) fluorophores. The rate constant of the resulting energy
transfer (kFRET) from D to A depends on the inverse 6th power of the
D−A distance (r), the fluorescence lifetime of the donor (τD), and the
characteristic distance R0 that can be calculated from the spectroscopic
properties of D and A. Typical values of R0 make single-molecule
FRET suitable for obtaining distance information in the range from ∼2
to ∼10 nm. In contrast, photoinduced electron transfer (PET)
requires much closer contact between fluorophore (F) and quencher
(Q, typically tryptophan). The rate constant of quenching (kPET)
depends on the contact radius (a), a characteristic distance (re) in the
subnanometer range, and the quenching rate constant at the distance
of closest approach (ka). The on/off behavior resulting from the steep
distance dependence of the fluorescence emission in PET can in
principle be used to probe any process that leads to a change in
quenching dynamics, but it does not afford direct distance information.
As an example, both PET and FRET, when combined with ns-FCS,
can provide information on the dynamics of unfolded and disordered
proteins in the nanosecond to microsecond time regime. FRET-FCS
can be used to determine the reconfiguration time of the chain; in
addition, the distance or distance distribution between D and A can be
obtained from the analysis of transfer efficiencies and/or fluorescence
lifetimes. PET-FCS allows the determination of loop-closure rates
between two points within a polypeptide chain. Complementarity of
the two methods is expected to be increasingly useful for probing IDP
dynamics over a wide range of distances and times. Reprinted with
permission from ref 48. Copyright 2013 Elsevier.
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acceptor photon), the polarization, and the time of emission
relative to the excitation pulse become available for every
detected photon. Consequently, we can calculate for each burst
of photons from a single molecule the transfer efficiency, the
donor and acceptor fluorescence lifetimes, the fluorescence
anisotropy, and a number of other parameters that aid the
interpretation of the results and allow accurate distance
information to be extracted (Figure 6).74,86 In a second step,
the bursts from subpopulations can be grouped, e.g., to obtain
fluorescence decays of an individual subpopulation, devoid of
signal contributions from other molecules. Whereas, e.g., the
fluorescence lifetime from an individual burst can only be
estimated with relatively large uncertainty, the combination of
all photons from a subpopulation can result in decays that are
suitable for more detailed analysis. In this way, additional
information becomes available and experimental complications,
such as limited rotational mobility of the chromophores87 or
fluorescence quenching,74 can be identified and taken into

account for the analysis. Such complications are comparatively
rare in unstructured polypeptides. However, care needs to be
taken in the folded form of corresponding IDPs or in the
context of complex formation with ligands or other biological
macromolecules, where the local environment of the
fluorophores can lead to steric constraints or fluorescence
quenching. A very useful extension of single-molecule FRET
experiments is the alternating excitation of donor and acceptor,
which allows molecules to be sorted by fluorophore
stoichiometry, and donor-only populations to be separated
from species with very low transfer efficiencies.88,89 For
obtaining information on more than one distance simulta-
neously, three-72,73,88 and four-color90 FRET have been
demonstrated and are starting to be used for IDPs.91

A particularly important point we have to take into account
for the quantitative investigation of IDPs with FRET is the
presence of broad intramolecular distance distributions, P(r). A
common misconception is that such broad distance distribu-

Figure 6. Combining single-molecule transfer efficiency and fluorescence lifetime measurements with nanosecond correlation spectroscopy for
quantifying distance distributions and dynamics in IDPs and unfolded proteins. (A) Illustration of a disordered protein labeled with donor and
acceptor fluorophores with a fluctuating intramolecular distance, r(t). (B) Example of a transfer efficiency histogram illustrating the separation of a
disordered and a folded population at transfer efficiencies of ∼0.6 and ∼0.9, respectively, a key prerequisite for distinguishing changes in
intramolecular distances in the unfolded state from those caused by folding. The small population at E ≈ 0 is caused by molecules with bleached or
inactive acceptor fluorophore. (C) 2D histogram of relative fluorescence lifetime of the donor versus transfer efficiency. The straight line would be
expected for a situation with a fixed intramolecular distance74 and the curved line for a broad distance distribution, here approximated by a Gaussian
chain.17 (D) The combined analysis of transfer efficiencies and fluorescence lifetime distributions can be used to quantify intramolecular distances in
terms of a distance distribution characterized, e.g., by the mean squared end-to-end distance, ⟨r2⟩, or the radius of gyration, Rg. (e) Examples of
nanosecond FCS measurements showing the donor (DD, correlated) and acceptor (AA, correlated) autocorrelations and the donor−acceptor (DA,
anticorrelated) cross-correlations with the common decay on the 100 ns time scale characteristic of the long-range dynamics in unfolded proteins
and IDPs.17,92−94 The pronounced correlation component below ∼10 ns is caused by photon antibunching.95 Global analysis of correlation
functions, transfer efficiencies, and lifetimes can be used to quantify intramolecular distance distributions, p(r), and chain reconfiguration times, τr, of
IDPs and unfolded proteins.
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tions will invariably lead to broad distributions of transfer
efficiency histograms. However, the width of the observed
efficiency distribution strongly depends on the dynamics of the
system relative to the observation time scale (more precisely,
the interphoton times96). As shown by Gopich and Szabo,96,97

the observation time must be approximately an order of
magnitude smaller than the relaxation time of the donor−
acceptor distance to obtain physically meaningful distance
distributions or corresponding potentials of mean force from
the transfer efficiency histograms. In contrast, systems with very
rapid dynamics sample all distances during the observation
time, and even for a broad distance distribution, a narrow
FRET efficiency histogram is observed as a consequence of this
averaging. In this case, only the mean value of the transfer
efficiency of the respective subpopulation can be used to extract
information about the distance distribution, and an independ-
ent model for the shape of P(r) is needed. Commonly
employed distance distributions from polymer physics that have
been used as approximations for unfolded or disordered
proteins are the Gaussian chain,15,98−100 the wormlike
chain,15,101 or a (weighted) Flory−Fisk distribution (Figure
6).16,102 In practice, this means that distance distributions can
be determined directly from transfer efficiency distributions
obtained in free diffusion experiments on IDPs only if the
underlying intramolecular dynamics are on a time scale greater
than about 1 ms, given the photon count rates of ∼105 s−1

typically obtained during fluorescence bursts.96 A noticeable
influence of dynamics on the width of the efficiency histograms,
however, is already expected for fluctuations in the 10−100 μs
time scale.96,103 Three physically plausible and useful limits for
the possible averaging regimes and the resulting mean transfer
efficiencies ⟨E⟩ are as follows.104

(1) If the rotational correlation time τc of the chromophores
is small relative to the fluorescence lifetime τf of the donor (i.e.,
the orientational factor κ2 = 2/3) and the dynamics of the
peptide chain (with relaxation time τr) are slow relative to τf,
i.e., τc ≪ τf and τr ≫ τf

∫⟨ ⟩ = = + −E E r P r r E r r R( ) ( )d with ( ) (1 ( / ) )
a

l

0
6 1c

(12)

where P(r) is the normalized interdye distance distribution, a is
the distance of closest approach of the dyes, and lc is the
contour length of the polypeptide chain.
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The theoretical isotropic probability density p(κ2) for the case
in which all orientations of the donor and acceptor transition
dipoles are equally probable83,105 is
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with κ2 = (cos θT − 3 cos θD cos θA)
2, where θT is the angle

between the donor and acceptor transition dipoles and θD and
θA are the angles between the transition moments and the line
connecting the centers of the donor and acceptor, respectively.
It is important to recognize that even for a molecule with a

single fixed distance or very rapid conformational averaging, the
resulting FRET efficiency histograms are still broadened. A
fundamental source of broadening is shot noise, the variation in
count rates about fixed means due to the discrete nature of the
signals (i.e., only small numbers of photons observed from an
individual molecule). In practice, histograms broader than
expected from shot noise alone are commonly observed. The
specific origin of this excess width is often unclear,98,106 but
there are common factors other than slow distance fluctuations
that can contribute, such as variations in fluorescence quantum
efficiencies caused by quenching or photochemical processes,
imperfect alignment or size differences of the observation
volumes for donor and acceptor channels, restricted mobility of
the fluorophores, or chemical heterogeneity, e.g., from labeling
permutations. Consequently, without additional information it
is difficult to unequivocally assign a width in excess of shot
noise to slow conformational dynamics. In these cases, it is thus
essential to complement FRET efficiency distributions with
additional information from fluorescence lifetimes, anisotropies,
and correlation functions.17,87,99 In many cases, much of this
information can be obtained from a single measurement where
multiple parameters are recorded simultaneously (Figures 4 and
6).74,86

Let us illustrate these aspects for a specific example, the case
of a protein under conditions where both the folded and the
disordered state are populated, as shown in Figure 6b. In the
folded state, we expect a rather well-defined distance between
donor and acceptor, whereas in the unfolded state, a broad
distance distribution will be present. However, this pronounced
difference in the widths of the underlying distance distributions
is not obvious from the two peaks in the transfer efficiency
histogram, because the reconfiguration time in the unfolded
state is faster than the average interphoton time.92 In other
words, the disordered state rapidly samples its intramolecular
distance distribution while the molecule diffuses through the
confocal volume, which leads to complete averaging of transfer
efficiencies during the observation time for a single fluorescence
burst. As a result, the distance distribution does not contribute
to the width of the transfer efficiency distribution significantly,
and both the peaks from the folded and the unfolded molecules
are dominated by shot noise and thus exhibit similar widths.
(Note, however, that the shot noise width depends on the
mean transfer efficiency of the peak; it exhibits a maximum at E
= 0.5 and decreases toward E = 0 and E = 1.)75 In such a case,
information about the distance distribution in the disordered
state can then be extracted using eq 12 in combination with a
realistic P(r), which can, e.g., be obtained from molecular
simulations or based on suitable polymer models. Additional
information about the shape of P(r) is available from the
analysis of fluorescence lifetimes in the unfolded subpopula-
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tion17,99,107 (Figure 6c): since the chain dynamics for
disordered states are typically much slower than the
fluorescence lifetimes of the dyes, the distance distribution is
reflected by a distribution of fluorescence intensity decay
rates.108

2.1.1.3. Photoinduced Electron Transfer (PET) and Dexter
Exchange Quenching. An approach complementary to FRET
for the investigation of macromolecular dynamics is PET, which
is based on the static quenching of a fluorophore by another
group, frequently a tryptophan residue (Figure 5).109 The rate
constant of quenching decreases exponentially with the
separation of the groups and has a characteristic distance in
the subnanometer range. Since PET requires very close contact
of dye and quencher, dynamics over a shorter distance range
can be probed than with single-molecule FRET, but usually no
distance information can be extracted. In combination with
correlation analysis, time scales down to the nanosecond range
are accessible. Closely related from a conceptual point of view
is Dexter exchange110 between two fluorophores. As in PET,
the dyes need to come into close contact and form a complex
that leads to fluorescence quenching. The resulting fluorescence
intensity fluctuations can be used to characterize the dynamics
of the system, e.g., with correlation methods. In practice, usually
two identical fluorophores have been used,111 which simplifies
sample preparation, but the same effect can also occur between
different dyes.
2.1.1.4. Fluorescence Correlation Methods. Any process

that leads to fluctuations in fluorescence intensity can in
principle be quantified by correlation analysis.65,112,113 This
type of analysis can provide access to a wide range of times, for
short times only limited by the photon count rate (typically in
the picosecond to nanosecond range), and for long times by the
observation time of the molecules before photobleaching.
While correlation analysis is also applied to measurements of
immobilized samples, the most common application is in
confocal measurements on freely diffusing molecules. The
accessible concentration range of fluorescently labeled mole-
cules is much greater than in typical single-molecule experi-
ments, from picomolar to low micromolar (with an optimal
contrast in the nanomolar range), which facilitates many
applications both in vitro and in vivo. A process very commonly
investigated by fluorescence correlation spectroscopy (FCS) is
translational diffusion, but correlation analysis can equally be
used to study conformational changes probed by FRET48,92,114

(Figure 6), PET,109 or Dexter exchange,111 rotational
diffusion,71,115 fluid flow,116−119 and a large range of photo-
physical and photochemical reactions.65

2.1.1.5. Fluorescence Colocalization. A useful method to
quantify intermolecular interactions without the requirement of
FRET or related processes is fluorescence colocalization,
typically used in combination with confocal detection. Several
variants of the technique are used,120,121 but the basic idea is to
label the binding partners with two different fluorophores and
illuminate the same observation volume with corresponding
lasers of two different wavelengths. Analysis of the fluorescence
emission from the confocal volume allows the amount and
stoichiometries of the associated molecules to be determined.
Such analysis can be performed either in terms of coincidence
between individual fluorescence bursts121 or by cross-
correlation spectroscopy.120 Even small fractions of associated
molecules in the low percent range can be detected in this
way,121 and fluorescence labeling is often simplified compared

to methods that require a more stringent distance range, such
as FRET.

2.1.1.6. Microfluidic Mixing. Even though kinetic informa-
tion can often be obtained from equilibrium single-molecule
experiments, in many cases it is still essential to probe
nonequilibrium dynamics, especially if the reaction of interest is
essentially irreversible during the observation time accessible at
equilibrium. A method that lends itself very well to the
combination with single-molecule detection optics is micro-
fluidic mixing, and several different implementations have been
reported.122−126 The basic idea of these devices is to mix
solutions in continuous laminar flow by reducing the
dimensions such that the components of the solutions that
are combined exchange very quickly, solely by diffusion.127

After mixing, the confocal observation volume is placed at
different points in the observation channel, corresponding to
different times after the start of the reaction, with a dead time in
the millisecond range119,124 and even below.125 Microfluidic
mixing can be used, e.g., to rapidly change solution conditions
or investigate the kinetics of protein−protein interac-
tions.122−125,128

2.1.1.7. Fluorescence Labeling. Since even tryptophan, the
natural amino acid with the highest fluorescence quantum yield
(∼0.13), is not suitable for single-molecule detection, and since
fluorescent proteins129 are typically of limited use for the
investigation of IDPs because of their relatively large size and
their inferior photophysical properties for single-molecule
detection, labeling with extrinsic fluorophores is usually
unavoidable for single-molecule spectroscopy. For FRET, two
(or more) chromophores are needed, and their specific
placement in the protein ideally requires groups with
orthogonal chemistries. A wide range of labeling strategies
exist, ranging from nonspecific labeling of amino or thiol groups
present in the natural polypeptide to the incorporation of non-
natural amino acids130 or advanced chemical ligation131 and
intein-based approaches.132 We refer the reader to reviews of
the topic for a detailed treatment.59,133 Currently, the simplest
and most common approach is to rely on cysteine
derivatization using maleimide chemistry. Increased specificity
can be achieved by removing unwanted natural cysteines by
site-directed mutagenesis or introducing cysteines with different
reactivity due to different molecular environments within the
protein.134 Labeling is usually combined with multiple
chromatography steps to purify the desired adducts. If even
higher specificity is required, e.g., for FRET with more than two
fluorophores,135 cysteine labeling can be combined with
orthogonal chemistries, such as non-natural amino acid
incorporation.91 A wide variety of suitable organic dyes with
various functional groups for protein labeling have become
commercially available. Examples of particularly popular
chromophores for single-molecule FRET are the cyanine
dyes136 or the Alexa Fluor series.137

Note that interactions of the fluorophore with the protein
can interfere with both the photophysics of the chromophores
and the stability of the protein. This aspect needs to be taken
into account for the design of the labeled variants. The use of
hydrophobic dyes can reduce the solubility of the protein, or
interactions with the protein can cause a reduction in
fluorescence quantum yield, a problem that has been minimized
by the introduction of charged groups in many of the popular
dyes.136,137 Important control experiments are equilibrium or
t ime- re so lved fluorescence an i so t ropy measure -
ments,87,98,104,138 which are sensitive to the rotational flexibility
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of the dyes and can therefore provide indications for
undesirable interactions with the protein. It is also essential
to ensure by direct comparison with unmodified protein that
labeling has not substantially altered the protein’s biophysical
properties or function.
2.1.2. Single-Molecule Fluorescence Spectroscopy of

IDPs. A wide range of questions regarding IDPs have started to
be addressed with the growing arsenal of single-molecule
fluorescence techniques and analysis methods.48,59,60 A
particular focus has of course been to capture as directly as
possible the conformational heterogeneity, dynamics, and
interactions characteristic of IDPs and to relate them to their
functional properties. In the following sections, we will
summarize the recent developments and conceptual advances
in this area.
2.1.2.1. Conformational Equilibrium Distributions. Förster

radii of ∼5 nm for the dye pairs currently available for single-
molecule FRET allow the measurement of long-range intra-
molecular distances and dynamics and thus make the method
ideal for investigating unfolded and disordered proteins, many
aspects of which have been difficult to study in detail with
ensemble methods because of the large structural heterogeneity
of IDPs. An important advantage that has been exploited in
single-molecule FRET experiments is the separation of
structured and disordered subpopulations98,138 (Figure 6),
which allows changes of the conformational distribution within
the disordered ensemble to be disentangled from possible
transitions between disordered and structured states, e.g., in the
presence of a ligand or binding partner.15,139 Much of the
single-molecule fluorescence methodology now applied to IDPs
has been developed in the context of protein folding75,86,140,141

and in particular for studying unfolded states, which for stably
folded proteins often are populated only on addition of
denaturants or at high temperature. The separation of
subpopulations in single-molecule FRET experiments allows
the properties of the unfolded state to be quantified accurately
even under conditions where the majority of molecules are
folded and would thus dominate the signal in an ensemble
experiment, e.g., under near-native conditions, where the
denatured state population is very small. As a result, processes
such as the cooperative transition between folded and unfolded
states can be distinguished from more gradual changes in
unfolded state dimensions, and the properties of IDPs can be
compared to those of denatured “regular” proteins under near-
physiological conditions. For instance, this separation of
subpopulations led to the identification of the continuous
compaction, or collapse, of the unfolded state with decreasing
concentration of denaturant,98 a rather generic behavior86,142

that reflects the change in solvent quality for the polypeptide
chain143,144 and is thus also observed for IDPs15,16,114,145

(Figure 7). The denaturant-induced expansion of IDPs can be
counteracted by osmolytes, such as trimethylamine-N-oxide
(TMAO), which has been shown to lead to a collapse of α-
synuclein without inducing a cooperative transition to a folded
state.146 One example of a cooperative folding transition in an
IDP observed with single-molecule spectroscopy is the binding
of Zn2+ to the intrinsically disordered N-terminal domain of
HIV integrase, which leads to the formation of a folded state
that coexists with the unfolded state at low Zn2+ concen-
trations.15

Single-molecule FRET experiments can also be used to
investigate the effect of other changes in conditions on
unfolded proteins and IDPs. In response to an increase in

temperature, Nettels et al.101 observed a compaction of the
intrinsically disordered protein prothymosin α and an unfolded
cold shock protein, suggesting an increase in effective
intramolecular interactions upon heating. Molecular dynamics
simulations indicated an important role of solvation and the
possible involvement of secondary structure formation in this
process.101,147 For IDPs, which frequently contain a large
fraction of charged amino acids, a contribution of particular
importance is the interaction between charges in the
polypeptide chain. Single-molecule FRET experiments in
combination with an analysis based on polyampholyte theory
showed that charge repulsion can in fact dominate the chain
dimensions of IDPs and lead to a pronounced chain expansion
at low ionic strength15,148 (Figure 7), in agreement with results
from simulations.149 More surprisingly, however, attraction
between charges of opposite sign within polypeptide chains
with low net charge can lead to an additional compaction,15 as

Figure 7. Effect of electrostatics and denaturant on unfolded and
intrinsically disordered proteins.15 Dependence of the apparent radii of
gyration (Rg) of the labeled protein segments on the concentration of
GdmCl (filled circles) and urea (open circles) with (A) CspTm, (b)
the N-terminal domain of HIV integrase, (C) prothymosin α (ProTα)
N-terminal domain, and (D) ProTα C-terminal domain. CspTm
exhibits the monotonic unfolded state compaction at low denaturant
concentrations frequently observed for unfolded proteins.86,142 IDPs in
A−D show a more complex behavior owing to the role of electrostatic
repulsion within the chain and the role of charge screening by the ionic
denaturant GdmCl. Fits to a binding model for the urea dependence
and to polyampholyte theory for the GdmCl dependence (black solid
lines) are shown. The two components of polyampholyte theory
corresponding to the contributions of GdmCl binding and electrostatic
repulsion are indicated as continuous and dashed gray lines,
respectively. The addition of 1 M KCl illustrates the opposite effect
of charge interactions in CspTm and ProTα: screening of the
polyelectrolytic charge repulsion within ProTα with its large net
charge leads to chain compaction (D); screening of polyampholytic
charge attraction within CspTm with its net charge close to zero leads
to chain expansion (A). Reprinted with permission from ref 15.
Copyright 2010 National Academy of Sciences.
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predicted by polyampholyte theory.150 Similar effects may play
a role in the interesting effects of charge screening on the
transfer efficiencies reported for tau protein151 (Figure 8).

Interestingly, single-molecule FRET experiments on the
intrinsically disordered intracellular domain of an NMDA
receptor subunit indicate that phosphorylation by Src kinase
leads to pronounced chain expansion,152 which may be relevant
for its interaction with downstream signaling partners. Similarly,
nitration of tyrosine residues in α-synuclein leads to changes in
the conformational distribution of free protein and reduces its
membrane affinity, presumably via the pronounced decrease in
the pKa of tyrosine caused by nitration and the resulting charge
repulsion.153 These results indicate that post-translational
modifications can modify the molecular behavior of IDPs
substantially by changes in charge interactions. Such modu-
lations of the dimensions of IDPs may be of importance for
their functional properties, such as the interaction with binding
partners, e.g., in the fly-casting paradigm.34

If a separation of subpopulations is not required (i.e., if the
population under investigation is known to be homogeneous
on the observation time scale), information about the overall
size of IDPs can also be obtained from translational diffusivity
measured by FCS. Conceptually, such measurements are
closely related to light scattering or small-angle X-ray scattering
experiments, but they can be performed at much lower protein
concentration, which can be crucial to avoid intermolecular
interactions or aggregation. An example is the study of
polyglutamine peptides by Crick et al.154 (Figure 9A). The
authors investigated the scaling of the hydrodynamic radii with
chain length by FCS and found a surprisingly low scaling

Figure 8. Effect of charge screening on the transfer efficiencies of tau
protein labeled with FRET dyes at different positions within the chain.
Transfer efficiency (ETeff) histograms in 500 mM NaCl are shown for
the intramolecular pairs 244−354 (A), 354−433 (B), 17−103 (C),
and 17−433 (D), with colored vertical lines indicating the peak
position for each construct at 50 mM NaCl. Note that the constructs
respond to charge screening very differently, in some cases leading to
expansion and in others to collapse. Reprinted with permission from
ref 151. Copyright 2012 American Chemical Society.

Figure 9. Scaling behavior of IDPs and unfolded proteins from single-molecule experiments. (A) Average translational diffusion time, τD (measured
in microseconds), as obtained from FCS measurements as a function of the average chain length, ⟨N⟩, for the peptide series Gly-(Gln)⟨N⟩-Cys-Lys2,
with a fluorophore attached to the cysteine side chain.154 The solid line is the line of best fit to the FCS data, and the dotted lines represent the 95%
confidence intervals. Since τD is proportional to the Stokes radius of the chain, the resulting length scaling exponent of 0.32 ± 0.02 can be taken to
indicate that the polyglutamine peptides are rather compact globules. (B) Scaling exponents, ν, for a range of unfolded and intrinsically disordered
proteins extracted from single-molecule FRET spectroscopy over a wide range of GdmCl activities.16 Scaling exponents expected for folded proteins,
chains at the Θ state, and excluded volume chains (coils) are indicated as dashed lines. The distributions of ν in water (left) and 6 M GdmCl (right)
reflect the variance in ν. The broad range of scaling exponents observed illustrates the different degrees of compaction of the polypeptides. The IDPs
in this study (ProTα, IN) exhibited the largest scaling exponents. (C) Scaling exponents in the absence of denaturant exhibit a pronounced
correlation with the net charge and an anticorrelation with the hydrophobicity of the chain, illustrating the connection between length scaling, i.e.,
chain compactness, and sequence composition over a broad and continuous range. Reprinted with permission from refs 154 and 16. Copyright 2006
and 2012 National Academy of Sciences.
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exponent of ν = 0.32 ± 0.02, the value expected for a maximally
collapsed polymer chain (such as folded globular proteins155)
and significantly lower than the values expected for an ideal
polymer (ν = 0.5) or an excluded volume chain in good solvent
(ν ≈ 0.588).
In general, the recent application of relatively simple polymer

models and mean-field theories in analysis of single-molecule
fluorescence experiments has been very successful for
quantitatively describing global properties of IDPs and
unfolded proteins.48 Polymer concepts have thus emerged as
a powerful framework for the conformational properties of
IDPs.13,14,18 Given the predominance of relatively weak and
nonspecific intramolecular interactions, this may not be entirely
surprising, but the quantitative success and predictive power go
beyond a simple qualitative picture and now allow the
properties of unstructured polypeptides to be classified more
rigorously than previously possible. This point can be illustrated
by recent work where eight IDPs and unfolded proteins were
investigated in terms of the scaling of their unfolded state
dimensions with chain length16 (Figure 9B). The resulting
scaling exponents exhibit a broad distribution from ∼0.4 to
∼0.7 and show a correlation with the mean net charge and an
anticorrelation with the average hydrophobicity of the
sequences (Figure 9C). The IDPs in the study showed larger
scaling exponents than the unfolded states of “foldable”
proteins; the scaling exponent is thus a useful quantity for
classifying unfolded state properties in a continuous manner
that provides an extension of the grouping into distinct
categories such as “molten globules” or “premolten glob-
ules”.156 In general, even though trends are often obvious, a
clear distinction between IDPs and the unfolded states of
foldable proteins cannot be made; rather, a continuum of
sequence compositions is observed that leads to a continuum of
molecular behaviors, including the chain dimensions and the
presence of specific secondary and tertiary structure.
Of course, not all conformational properties of IDPs will be

amenable to a description in terms of simple mean field
polymer models, and it will be interesting to quantify the role of
more specific interactions and heteropolymer effects such as
charge patterning in the sequence,14,157 e.g., by direct
complementation with the residue-specific local information
accessible with methods such as NMR158 or segmental mapping
of distance distributions by single-molecule FRET99,159 and the
combination with molecular simulations.101,104,106,159 The
structural properties of more complex IDPs are already starting
to be investigated with single-molecule spectroscopy. For
example, Huang et al.160 identified a large degree of structural
heterogeneity in the intrinsically disordered N-terminal domain
of tumor suppressor p53, indicating that single-molecule FRET
can provide useful information even for large multimeric
protein complexes.
2.1.2.2. Conformational Dynamics. As described above,

distance information from single-molecule fluorescence meas-
urements can provide important information regarding the
conformational properties of IDPs. However, single-molecule
fluorescence can also provide information on dynamics over a
wide range of time scales.48 A key benefit of single-molecule
experiments is the possibility to extract dynamic information
even from equilibrium measurements, which avoids the
necessity for a synchronization of the system by perturbation
methods, as frequently employed in ensemble experiments. For
proteins, equilibrium dynamics have been investigated based on
correlation functions,17,92,161−163 the analysis of broadening and

exchange between subpopulations in FRET efficiency histo-
grams,98,164−166 and from fluorescence trajectories of immobi-
lized molecules.163,166−172 In this way, both the equilibrium
distributions and the kinetics can sometimes be obtained from
the same measurement. An important extension of such
equilibrium dynamics is the combination with perturbation
methods, such as microfluidic mixing, if the reaction of interest
is essentially irreversible during the observation time accessible
at equilibrium. In the following sections, we will summarize
single-molecule fluorescence results on IDP dynamics ranging
from the shortest to the longest time scales that have been
investigated.
The fastest accessible dynamics can be probed with

nanosecond correlation spectroscopy (ns-FCS),92−94 which
can be readily implemented in confocal instruments with the
latest generation of counting electronics.71 In ns-FCS experi-
ments based on FRET, the long-range distance fluctuations
between the donor and the acceptor fluorophores report on the
characteristic time scale of interconversion between different
configurations of the polypeptide chain (Figure 7). The
resulting relaxation times are in the range from tens of
nanoseconds to ∼200 ns for the segment lengths from ∼30 to
∼200 amino acid residues investigated to date.17,92−94,139 These
times are remarkably close to the reconfiguration times
expected for ideal polymers,173 indicating that the underlying
dynamics approach chain diffusion in the absence of persistent
interactions within the polypeptide.
However, these rapid dynamics do depend on sequence

composition and solution conditions. For unfolded proteins at
low denaturant concentrations, the reconfiguration time can
increase substantially above the values expected for an ideal
chain.17,92 This behavior has been attributed to “internal
friction” caused by dissipative mechanisms within the
polypeptide, such as dihedral angle rotations or transient side
chain or backbone interactions,92 but it eluded a quantitative
description. The recent work of Soranno et al.17 illustrates the
use of concepts from polymer physics in combination with
single-molecule FRET and ns-FCS for quantifying internal
friction in unfolded proteins and IDPs. Polymer dynamics
models, such as the Rouse model with internal friction,174,175

show that the reconfiguration time, τr, of a polymer can be
decomposed into a sum of two relaxation times, that of the
ideal chain, τ0, and a contribution due to internal friction, τi, i.e.,
τr = τ0 + τi. On the basis of this relationship and solvent
viscosity- and position-dependent measurements of unfolded
state dynamics, Soranno et al.17 showed for a number of
proteins that internal friction is close to zero at very high
concentrations of denaturant, where the chains are very
expanded and thus behave similar to an ideal polymer. For
very compact chains, however, τi can dominate the chain
dynamics and lead to an increase in τr of up to an order of
magnitude above the value expected for an ideal chain (Figure
10). Highly charged IDPs do not exhibit this compaction and
are expanded due to charge repulsion,15,149,176,177 which
reduces internal friction. The correspondingly faster dynamics
may affect their interactions with cellular binding partners.17,34

In summary, single-molecule FRET in combination with ns-
FCS provides an opportunity to quantify the properties of
unfolded and disordered proteins even on submicrosecond
time scales and to rationalize them in terms of polymer-physical
concepts.
Single-molecule fluorescence methods complementary to

FRET that have already provided important dynamic
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information on the time scale of fundamental chain dynamics
are photoinduced electron transfer (PET)109 and Dexter
exchange quenching (or self-quenching) of fluorophores111

combined with FCS. In one of the earliest studies,
Chattopadhyay et al.111 used the self-quenching of tetramethyl
rhodamine incorporated in two positions of intestinal fatty acid
binding protein unfolded at high denaturant concentration or
low pH and observed relaxation times of about 2 μs. This time
scale is still expected to result from rapid polymer-type
dynamics of the unfolded protein but slower than the
reconfiguration times observed by FRET for polypeptide
segments of similar length (see above) because Dexter
exchange probes contact formation, and only a small part of

the distance distribution contributes to the observed signal. In
other words, the observed relaxation time depends both on the
intrinsic reconfiguration dynamics of the chain (as probed by
FRET) and on the equilibrium probability of the two
fluorophores being in sufficiently close contact for quenching
to occur (essentially van der Waals contact), as in some
ensemble quenching methods.178−180 The same is true in the
case of PET,109 where static quenching of a fluorophore by
tryptophan has been exploited for obtaining dynamics based on
contact formation. The feasibility of measuring submicrosecond
loop formation times was demonstrated in unstructured
peptide segments of p53181 and model peptides.109,182−184

Neuweiler et al. used PET to monitor the submicrosecond
loop-closure kinetics in the denatured state of small, fast-folding
proteins.161,185 The same method was applied to study
microsecond and submicrosecond loop closure kinetics of
four consecutive segments within the intrinsically disordered N-
terminal domain of p53 and their response to protein binding
and phosphorylation186 (Figure 11). The authors found that,
upon binding and phosphorylation, chain motions were altered
not only within the targeted segments but also in more remote
regions, indicating that long-range interactions are of
importance for IDP interactions. Mukhopadhyay et al.114

reported that not only tryptophan but also the unusually
abundant tyrosine residues in the disordered domain of the
prion protein Sup35 lead to PET quenching of an extrinsic
fluorophore and can thus be used to monitor intramolecular
IDP dynamics in the submicrosecond range. (Note that the
quenching of FRET dyes by Trp and Tyr needs to be
excluded17,92,93 or taken into account explicitly187 if intra-
molecular dynamics are monitored by FRET on the same time
scale.)

Figure 10. Role of internal friction in IDP dynamics from single-
molecule FRET and correlation spectroscopy. The dependence of the
internal friction time, τi, on the radius of gyration, Rg, for CspTm
(red), the N-terminal domain of HIV integrase (yellow), and ProTα
(blue) over a broad range of solution conditions shows a correlation
between the contribution of internal friction to chain dynamics with
the expansion of the chain.17 Data from ref 17.

Figure 11. Segmental chain motions in p53-TAD(1−93) and influence of phosphorylation investigated by PET.186 (Top) Polypeptide sequence
with the sites of enzymatic phosphorylation indicated in bold and as black dots. (Middle) Autocorrelation functions (ACFs) recorded from modified
p53-TAD(1−93) with and without side chains S33, S46, and T81 phosphorylated. Chain segments probed are color coded as illustrated in the top
sequence and shown in each panel (phosphorylation is indicated as P). (Bottom) Plots of the amplitudes of each of the single-exponential
submillisecond decays versus the corresponding rate constant of loop closure, kic. The arrows indicate the observed changes in amplitude and rate
constant of the individual relaxations upon phosphorylation. Reprinted with permission from ref 186. Copyright 2012 American Chemical Society.
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An increasingly popular extension of such methods to
investigate rapid dynamics by single-molecule measurements is
microfluidic mixing, with dead times comparable to established
ensemble methods based on turbulent mixing, such as stopped
flow. In a recent mixer design, Gambin et al.125 even achieved a
dead time of ∼200 μs, very close to the limits of time resolution
dictated by the minimum residence time that is required to

observe a sufficient number of photons from a single molecule
flowing through the confocal volume (Figure 12). They used
the device to investigate the kinetics of the structural transitions
of α-synuclein upon interaction with sodium dodecyl sulfate
(SDS) and were able to resolve the formation of an
intermediate that they assigned to a helix−turn−helix structure
preceding the final extended helix bound to micelles.125

Figure 12. Microfluidic mixing employed for the investigation of the kinetics of conformational changes in α-synuclein upon interaction with SDS
using single-molecule FRET.50 (a and b) Histograms of the transfer efficiency, EFRET, for the folding (a) and unfolding (b) reactions of α-synuclein,
obtained at different time points after mixing with SDS, with the percentage of total events color coded as indicated. (c) Representative EFRET
histograms for various states: intrinsically disordered (U state, obtained before mixing), collapsed unfolded (U* state, 490 μs after mixing),
intermediate (I state, 1.2 ms after mixing), and extended structures (F state, >10 ms after mixing). (d) Illustration of the suggested conformational
transitions of α-synuclein. Shown are random coil (brown), α-helix (turquoise), and donor (green sphere) and acceptor (purple sphere) dye
molecules. Reprinted with permission from ref 50. Copyright 2011 Nature Publishing Group.

Figure 13. Slow processes in partially disordered proteins studied with single-molecule FRET on surface-immobilized molecules.191 Transfer
efficiency histograms (a and c) and corresponding fluorescence intensity traces (b and d) of immobilized IκBα molecules showing fluctuating high
FRET efficiencies followed by photobleaching. Histograms show a major population centered at 0.74 and a broad shoulder at lower transfer
efficiency. Change in temperature from 25 (A and B) to 37 °C (c and d) leads to a shift in populations and changes in FRET fluctuations. Reprinted
with permission from ref 191. Copyright 2013 Elsevier.
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Another mixer design optimized for single-molecule fluores-
cence experiments124,188 has recently been employed to
investigate internal friction in unfolded and intrinsically
disordered proteins.17,189 Soranno et al.17 and Borgia et al.189

used the device in combination with ns-FCS to quantify
internal friction in unfolded and disordered proteins. The
microfluidic mixer allows the unfolded state of a protein to be
transiently populated at low denaturant concentrations (where
it is folded at equilibrium); in this way, the reconfiguration time
can be determined under conditions where the unfolded state is
most compact and can then be directly compared to IDPs. Due
to the continuous-flow mixing employed, even correlation
experiments with long acquisition times can thus be performed
on such nonequilibrium populations.17,189

However, not only fast dynamics in the microsecond range
and below have been reported for IDPs. Using camera-based
single-molecule FRET imaging approaches on immobilized
samples, slower dynamics have been observed. Lamboy et
al.190,191 identified partially unfolded states of the ankyrin
repeat protein IκBα, a regulator of the transcription factor
NFκB, under native conditions. By varying the position of the
dye pair systematically within the protein, fraying of the
terminal repeats was identified as the underlying cause. In the
partially unfolded states, IκBα exhibited heterogeneous FRET
dynamics (Figure 13) on time scales ranging from ∼0.1 s (the
time resolution of the experiment) to a few seconds, as shown
by cross-correlation analysis. The folded structure could be
stabilized by NFκB binding, reduction in temperature, or
suitable mutations, with a concomitant change in FRET
fluctuations. Choi et al.192 made a related observation on
some proteins previously categorized as intrinsically disordered.
For three of them, the transfer efficiency values were observed
to be constant on the millisecond integration time of the
camera, as expected from the rapid conformational dynamics of
IDPs (see above). Neuroligin and the NMDAR-2B glutamate
receptor, however, exhibited slow transitions between different
FRET efficiency values on the time scale of seconds, indicating
the presence of unexpectedly large free energy barriers, which
are usually only found for conformational transitions involving
specific and cooperative interactions, e.g., in protein folding or
unfolding. This behavior is reminiscent of a previous report of
unexpectedly slow unfolded state dynamics in denatured
ribonuclease H.172 The origin of such slow transitions and
the structural identity of the transient states are currently
unclear, but future experiments with multiple dye pairs,
complementary methods, or trapping techniques that do not
require surface attachment and can thus exclude the influence
of surface interactions193,194 may help to answer this question.
2.1.2.3. Intermolecular Interactions, Oligomerization, and

Aggregation of IDPs. Single-molecule fluorescence spectros-
copy can also be employed for probing intermolecular
interactions, an important aspect for the functional repertoire
of IDPs. To date, single-molecule FRET is the dominant
method of choice, but FCS and PET are also used for studying
the interactions of IDPs with binding partners.186 Because of its
role in neurodegenerative disorders, one of the IDPs most
widely investigated with single-molecule methods is α-synuclein
and its interactions with detergents and lipids.59,195,196 α-
Synuclein has been known to be unstructured free in
solution197 but adopts α-helical structure upon binding to
negatively charged lipid vesicles198,199 and SDS,200 which has
frequently been used as a membrane mimic. Single-molecule
FRET has been employed to characterize the structure and

dynamics of α-synuclein under these different conditions.
Already at SDS concentrations below the critical micelle
concentration (CMC) the transition between the unstructured
(U) and a flexible α-helical conformation (I) was observed by a
cooperative change in transfer efficiency.139,201 Ferreon et al.139

observed several additional SDS-induced transitions in the
presence of unlabeled α-synuclein. At slightly higher SDS
concentrations, an extended conformation assigned to a long α-
helix is formed (F); at SDS concentrations above the CMC, α-
synuclein binds to the SDS micelles in a kinked conformation
(Im); at even higher SDS concentrations, where cylindrical
micelles or extended bilayers are formed, an extended
conformation is formed again (Fm), which resembles the
signature of α-synuclein bound to vesicles139,202 or nano-
discs.203 FCS experiments indicate that the affinity of α-
synuclein (and other synucleins204) strongly depends on vesicle
curvature and lipid composition.205 Owing to the lack of stable
tertiary interactions within α-synuclein, the concentration and
assembly state of the interaction partner SDS thus dominate
the conformational distribution of the IDP. An interesting
observation was made for the interaction of tau protein with
heparin.151 Depending on the labeling positions used for FRET,
either an expansion or a compaction of the corresponding chain
segments was observed, with indications for the presence of
both high (tens of nanomolar) and low (micromolar) affinity
binding sites. Even though a detailed structural interpretation is
still open, these results indicate that systematic repositioning of
FRET pairs can be used to map the intermolecular interactions
of IDPs and assess their conformational promiscuity.
Many IDPs, even if they are largely unstructured as

monomers, can self-associate efficiently at higher concen-
trations, and some of them aggregate or form amyloid, e.g., α-
synuclein, tau, Aβ, prion proteins, or polyglutamine-containing
sequences.206 While the concentration of labeled IDP in single-
molecule experiments is extremely low, which allows
aggregation to be excluded and the properties of the
monomeric protein to be investigated,151,207 oligomerization
and aggregation can still be monitored by adding the same
protein in its unlabeled form. A range of techniques have been
employed successfully to investigate such processes, including
FCS,58,208−210 FRET,55,58 fluorescence colocalization,121,128

imaging,208,211 and stepwise photobleaching.212,213 A partic-
ularly promising aspect of single-molecule fluorescence studies
is that relatively small oligomeric species involved in the
aggregation process can become detectable,55,212,213 which may
lead to a more quantitative understanding of amyloid
formation.

2.2. Single-Molecule Force Spectroscopy Techniques

During the last two decades, single-molecule force spectroscopy
(SMFS) gradually established itself as a powerful tool for
studying the mechanical behavior of biopolymers such as DNA,
RNA, and proteins.214−222 SMFS instruments, irrespective of
their specific technical implementation, are in essence nano-
scale manipulators and dynamometers able to exert and
measure forces on individual molecules. In a typical SMFS
experiment, the analyte molecule is subjected to a controlled
mechanical stress prompting some form of structural transition;
depending on the time derivate of applied force, the observed
event can occur in quasi-equilibrium conditions or in out-of-
equilibrium conditions.46,223 Structural, thermodynamic, and
kinetic information about the transition can be inferred from
the amount of force needed to induce it and/or from the
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observed geometrical changes it caused.46,223−236 Even though
the general SMFS strategy outlined above can be practically
implemented with several different experimental techniques on
biopolymers, to the best of our knowledge only two of these
techniques were applied to the study of IDPs: atomic force
microscopy (AFM)237 and laser optical tweezers (OT)238

(Figures 14 and 15).

2.2.1. Single-Molecule Force Spectroscopy Instru-
mentation and Methods. In AFM-based SMFS experiments
a molecule of the analyte needs to be positioned so that it can
act as a mechanical connection between a micrometer-sized
cantilever and a surface. There are several strategies to obtain
this arrangement, the most straightforward (but least control-
lable) of which being simply the random dispersion of the
analyte on the surface by drop casting followed by pressure-
induced random physisorption on the cantilever. It is usually
convenient to employ solutions containing very low analyte
concentrations to optimize the separation between individual
molecules and avoid the simultaneous interaction of the probe
with multiple molecules. Additional control on the orientation,
position, and area density of the analyte molecules either on the
surface or the cantilever can be obtained at the cost of having to
resort to more involved functionalization chemistry.239,240

During the AFM-SMFS experiment, the relative position of
the cantilever tip and the surface is controlled via a piezo
electric actuator while the analyte molecule bridges the gap and
distributes the mechanical stress between the two. The force
applied on the analyte can be continuously monitored by
measuring the deflection induced on a flexible cantilever with
known mechanical characteristics. The behavior of the
cantilever is usually approximated to that of a single Hookean
spring, and its single elastic constant parameter can be
measured, e.g., with the thermal noise method.241,242

The applied force can be used in principle either to
compress243 or to stretch the analyte.244 One of the very few
examples of an experimental strategy relevant to the study of
protein disorder based on the compression of the analyte is
represented by the works of J. H. Hoh and colleagues during
late 1990s. They employed AFM-based SMFS to probe the
mechanical behavior of individual neurofilaments immobilized
on a mica surface.245,246 The side arms of neurofilaments are
constituted by a mixture of highly disordered polypeptides247

exerting entropically and electrostatically driven repulsion
forces that play a role in modulating interfilament spacing.248

Force−distance curves recorded while applying pressure on
native neurofilaments revealed a weak, long-range repulsive
force extending 50−100 nm from the core of the filament,
while homopolymeric filaments reconstructed from purified
NF-L polypeptides and filaments lacking the long disordered
tails did not show the repulsive behavior.245,246 The same group
applied a similar approach to the study of microtubule-
associating proteins (MAPs) electrostatically anchored to mica
with their projection domains extending away from the
surface.249 Similarly to what was observed in neurofilaments,
the MAP-functionalized surface exerted long-range (>100 nm)
repulsive forces that were found to be influenced by ionic
strength, as expected for a polyelectrolyte polymer brush.
Excluding the rare examples of experiments based on analyte
compression like those mentioned above, reported studies on
single, flexible polypeptide chains such as those of IDPs only
involve stretching.
Given that piezo electric actuators in modern commercial

AFMs allow a spatial resolution of less than 0.1 nm and that

Figure 14. Schematic representation of the main components of a
typical AFM apparatus. The analyte is tethered to a surface that can be
precisely positioned via a piezo electric actuator and to a sharp tip
mounted on a flexible cantilever with a known spring constant. The
distance between the surface and the probe tip coincides with the end-
to-end distance imposed to the analyte, which in turn corresponds to a
specific force exerted on it. Force-induced deformation of the flexible
cantilever is usually monitored by measuring the movements of a laser
beam reflected on its reflective surface via a segmented photodiode.
The real-time measurement of the applied force is in some cases (e.g.,
in force clamp mode, see main text) used to control the position of the
surface via a negative feedback loop.

Figure 15.Main components of a typical OT apparatus. The analyte is
tethered to two microsized transparent beads whose relative position
determines the applied force. At least one of the beads is optically
trapped via a focused laser beam, while the other is usually attached by
suction to a micropipette tip. The pipette is sometimes substituted
with a glass slide or a second optical trap. In any case, the force-
induced displacement of the optically trapped beads from the center of
the beam waist can be used to determine the force applied on the
analyte and concurrently drive a piezo electric actuator via a negative
feedback loop to adjust the relative position of the beads. In some
apparatuses, the active feedback loop is dispensed with and substituted
via an all-optical passive force clamp (see main text).
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with modern electronics analog to digital data conversion and
storage can occur at MHz speed, in practice the spatial and
temporal operative ranges as well as the force resolution of
AFM apparatuses are mostly influenced by the mechanical
characteristics of the cantilever. The softest commercial
cantilevers have elastic constant values falling in the 50−150
pN nm−1 range, which for kBT ≈ 4 pN nm correspond to
thermal force fluctuations of around 15−25 pN. This makes the
measurement of mechanical events occurring at few tens of pN
problematic due to a low signal-to-noise (SN) ratio. Moreover,
virtually all AFM setups show signal drift in the second time
scale, making it almost impossible to use long acquisition times
to overcome the low SN ratio. An advantage of the relative
stiffness of AFM cantilevers is that it allows the instrument to
respond rapidly to signal variations, making it possible to
observe transient intermediates such as those encountered
during folding and unfolding, especially when special
instrumental strategies are employed.250 Taken together,
these instrumental characteristics imply that even optimally
adjusted commercial SMFS AFM setups are suited to measure
forces above 15 pN45,215 with a temporal resolution of around
10−3 s.214 However, the group of M. Rief demonstrated that a
force resolution of around 1−2 pN can be reached with special
procedures and instrumentation, although at the cost of a lower
temporal resolution.251

One of the main advantages of AFM in the context of this
review is its relative accessibility: there are nowadays many
commercial systems that can be used for performing SMFS
even without hardware modifications. Of all the instruments
that can be used for SMFS, AFMs are perhaps the quickest and
easiest while also offering a quite ample flexibility in terms of
experimental conditions such as temperature, solvent, and type
of surface/cantilever functionalization chemistry. Its main
disadvantages instead are represented by its comparatively
high force range and temporal resolution, which make AFM
SMFS most suitable for measuring events occurring at high
applied forces, such as the mechanical unfolding of structured
protein domains.214 Moreover, obtaining clear AFM SMFS data
on single-protein domains is often arduous due to a series of
practical considerations such as the occurrence of nonspecific
surface/probe interactions, while measurements are easier on
larger polydomain artificial constructs252,253 containing multiple
tandem repeats of the analyte region. While not strictly
necessary in theory, the artificial polyprotein strategy proved to
be so advantageous that several different sample preparation
methods254−257 were developed and are often employed in
AFM SMFS experiments.
SMFS experiments performed with laser optical tweezers

(OT) apparatuses are conceptually identical to those performed
with AFM instruments; however, the analyte is not manipulated
with a piezo-controlled surface and a flexible cantilever but via
transparent dielectric particles whose exact position in the
three-dimensional space can be controlled via laser optical
traps.258,259 Optical trapping in OT apparatuses is performed by
focusing a laser beam with Gaussian profile intensity on a
diffraction-limited spot via an objective with a high numerical
aperture. When the spherical particles become subject to
radiation pressure from the beam, their trajectories are modified
due to conservation of momentum in different ways depending
on the position of their centers relative to the beam waist.
Particles happening to be exactly at the center of the three-
dimensional potential well located near259 the focal point will
diffract light with equal intensity toward all lateral directions,

resulting in a null net lateral force, while those at outer regions
of the focus area will diffract with radially anisotropic intensity,
resulting in a net restoring force driving the particle back
toward the center of the beam. This allows the controlled
movement of the average equilibrium position of individual
particles in solution with subnanometer resolution. Particles
with sizes varying from several tens of nanometers to
micrometers can be stably trapped for comparatively long
times. The optical trap also works as a nanodynamometer, since
the restoring force exerted on the particles is proportional to
their displacements from the beam waist. For small displace-
ments occurring around the flattest region of the beam intensity
profile, the restoring force has an approximately linear
dependence on displacement and the optical trap can be thus
modeled as a Hookean spring.
To translate the above concepts into practice, most OT

SMFS experimental setups employ near-infrared lasers as they
minimize damage to biopolymers.260,261 The power of the laser
traps needs to satisfy the two opposite requirements of being
high enough to effectively trap particles for experimentally
reasonable times and low enough to minimize local heating at
the focal point and oxidative damage to samples.262 While most
OT apparatuses originally employed a single optical trap to
modulate the relative position of two spherical particles, one of
which was instead kept in position by a micropipette, recently
the group of Bustamante demonstrated that a dual-trap setup
can significantly improve instrumental performance.263,264 In
both cases, one single-analyte molecule needs to be
immobilized by selectively anchoring it to both particles in
order to make the experiment possible, which is not a trivial
task. Moreover, the use of long “molecular handles” linking the
analyte to both beads but at the same time acting as a spacer to
minimize unwanted analyte/bead interactions is practically
almost always necessary.265 The spring constant of the trap in
typical OT apparatuses depends on a variety of factors214 but
usually falls in the range of 0.01−0.2 pN nm−1, thus making the
signal-to-noise ratio due to thermal fluctuations extremely high
and allowing the clear detection of mechanical events occurring
at tenths of pN. Particle displacement is usually detected with
subnanometer resolution via back-focal plane interferome-
try.266,267 The most commonly used particles are micrometer-
sized polystyrene beads, which are highly polarizable, largely
transparent to near-infrared, and easy to produce with relatively
uniform diameters.
The main advantages of OT in the context of SMFS of IDPs

are its excellent force resolution, low susceptibility to thermal
drifts, and easy access to long observation times. These features
make OT well suited to study processes occurring in near-
equilibrium conditions under very low applied loads.268 Some
of the drawbacks are represented by the fact that there are few
commercially available apparatuses that could be used for
performing SMFS on proteins, and even those would require
careful hardware optimization. Sample preparation is also not
trivial265 and usually implies the functionalization of the analyte
with dsDNA linkers which also sets an upper limit of 65 pN to
the range of workable forces due to its well-known BS
transition.269

Regardless of the specific combination of apparatus and
experimental strategy employed, all SMFS experiments
performed on proteins share the same conceptual foundation.
A single-protein molecule is mechanically manipulated so that
the distance between two points along its length (usually, but
not necessarily, its termini)270,271 is artificially altered from its
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equilibrium value. The SMFS apparatus must be able to
constantly monitor the separation between the points of force
application and the resulting applied force on the molecule.
These are closely related values, since most SMFS experiments
are conceived so that the dependence between applied force
and displacement is well approximated by a linear function with
a measurable slope. In this way, the mechanical work needed to
stretch the protein for a given distance molecule can be
experimentally measured. Even for proteins behaving as ideal
random coils, this kind of manipulation requires nonzero
mechanical work to overcome entropic pulling, which gives rise
to a well-known force/distance profile given by the Kratky−
Porod272 (or “worm-like chain”) model (WLC).273 Proteins
with residual structure, when subjected to force, will show
deviations from the WLC model as part of the work done on
the protein will be used to disrupt enthalpic interactions. These
deviations originate mechanical events data that can be studied
to obtain information on the structure, energy, and kinetics of
the force-induced transition.
The simplest approach to the elaboration of SMFS data is to

approximate the complex and multidimensional conformational
energy landscape of the protein to its one-dimensional
projection along a single, easily measurable reaction coordinate,
i.e., the displacement distance measured along the vector of
force application. This gives an additional advantage in the form
of a “geometrically relevant” reaction coordinate, which can be
used to obtain structural information on the transient structures
encountered along the folding/unfolding pathway.274,275 Since
the force applied by nanomanipulators can be described in
most cases by Hooke’s law (i.e., applied force increases linearly
along the reaction coordinate), the protein’s energy landscape
is modified at each point in a known way, basically being
reduced by an amount equal to the mechanical work performed
on the analyte. The net result is that the energy landscape is
“tilted” by force to favor states occurring at high displacements
more than those occurring near the equilibrium position
(Figure 16) and high-energy states become increasingly
populated (and thus more easily observable), allowing the
approximate reconstruction of the complete unperturbed
energy landscape at zero applied force employing methods
based on Kramers theory.227 Despite its simplicity, this
approach is able to broadly capture the basic features of
protein folding and unfolding,226,276 even though subtler
transitions occurring in near-equilibrium conditions such as
those of IDPs are best discussed in terms of more sophisticated
models.277−279 Methods commonly employed for reconstruct-
ing the energy landscape starting from a series of mechanical
measurements are slightly different for each specific SMFS
protocol and will be broadly summarized in the next
paragraphs.
Several different strategies to perform SMFS experiments on

proteins with AFM and OT instruments, mostly differing in the
specific protocol of force application to the sample, are
described in the literature. The most common are by far the
so-called force clamp (or constant force) and velocity clamp (or
constant velocity) modes. Force clamp experiments are more
commonly performed with OT instruments, but ad-hoc
modified AFM apparatuses can be also used with excellent
results.280 Even though OT instruments would also be suited to
perform velocity clamp experiments due to a number of
practical considerations (such as the relatively high involved
forces and loading rates) these are instead almost exclusively
performed on AFM instruments.

In force clamp experiments, the SMFS apparatus is used to
exert on the analyte a force which is kept constant over time.
The applied force can bring the energy of two selected states
(e.g., a folded and an unfolded state) to similar values, so that
continuous equilibrium transitions or “hopping” between the
two states becomes detectable with sufficiently long observation
times. The different states correspond to minima of the energy
landscape occurring at different points along the reaction
coordinate and correspond to different elongations of the
analyte molecule. Hopping is thus recorded by the instrument
as a series of repeated changes of analyte elongation. This
allows a direct comparison of the dwell time distribution of
each different state, which can be used to quantitatively infer
equilibrium free energies and kinetic constants using several
different methods280 including hidden Markov models281 and
signal-pair correlation analysis.282

It is apparent from the above that force clamp SMFS
ultimately rely on the ability of the chosen experimental
apparatus to stably maintain a known value of the applied force
with as little perturbation as feasible for relatively long times.
While conceptually simple, this is not a trivial task at the single-
molecule scale. The most common approach used with both
OT and AFM systems is the so-called “active” clamp, in which a
feedback loop adjusts the position of the optical trap
(OT)283,284 or the substrate (AFM)251,280 based on real-time
monitoring of the force effectively applied to the analyte. While
active force clamp SMFS proved to be a powerful tool for
i n v e s t i g a t i n g s e v e r a l b i ome c h a n i c a l p h e n om -
ena46,47,250,268,273,280,285 its main drawback appears to be
particularly limiting in the context of IDPs. This drawback
stems from the fact that active feedback loops have a finite

Figure 16. (A) Projection on the mechanical reaction coordinate (x)
of the free energy (G) landscape of an unfolding protein, modeled as a
two-state system. The folded (F) and the unfolded (U) states are
separated by the transition state (⧧). The height of the unfolding
barrier at zero applied force ΔG0

⧧ determines the unfolding reaction
rate, while the free energy difference between F and U in the absence
of force ΔG0

U determines the relative population of the two states. (B)
Effect of an applied force on the energy landscape A. Each point is
lowered by an amount which is linearly dependent on x. The resulting
values for ΔG⧧ and ΔGU are lower than their unperturbed
counterparts ΔG0

⧧ and ΔG0
U. Under an applied favorable force the

unfolding rate and the population of the unfolded state are thus
increased. It is important to note that the relative positions along x of
the three states F, ⧧, and U in the unperturbed energy landscape,
described by Δx0F⧧ and Δx0⧧U, do not coincide with the
corresponding values ΔxF⧧ and Δx⧧U under the effect of an applied
force. The amounts of their shifts along x depend on the local
curvature of the energy landscape.268
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response time which hinder efficient force stabilization in the
microsecond time scale and ultimately limits the measurement
bandwidth to less than 1 kHz.283 This limitation can be
circumvented by careful optimization of the experimental setup,
reaching feedback response times of a few microsecond.286

Block and co-workers instead addressed this issue with the
introduction of an all-optical “passive” force clamp strategy,
which takes advantage of the flat anharmonic region of the
optical trap and allows even higher bandwidths to be
reached.287

In AFM velocity clamp SMFS experiments, the piezo electric
actuator is retracted from the cantilever contact position at a
constant speed, typically in the 10−5000 nm/s range. During
the retraction the force exerted on the analyte is left free to vary
without any feedback loop, while mechanical events are
recorded in force/retraction plots. Since the values of piezo
displacement and the effective separation between the points of
force application on the analyte are not coincident due to
varying cantilever deflection, the collected force/retraction
plots must be first transformed into force/distance plots. These
can be then used to infer information on the energy landscape
of the induced transition. While technically much faster and
simpler to perform than force clamp experiments, velocity
clamp SMFS produces data sets that are considerably harder to
interpret and even more importantly their interpretation
crucially relies on a set of simplifications and assumptions
made about the energy landscape under study.46,236,288−291 The
model derived from Kramers’ theory227 by Evans and co-
workers224,225 is still the most widely employed, and even
though it entails radical simplifications its results are
surprisingly close to those of more refined models.224,226,236,281

Although special precautions can be taken,215,292 the common
AFM drift problems mentioned in section 2.2.1 limit the range
of practicable retraction speeds to values which are most suited
to study out-of-equilibrium unfolding transitions. The position
of unfolding transition states along the reaction coordinate can
be determined relatively easily with the “dynamic force
spectroscopy” (DFS) approach,236,289,291 while refolding can
be studied using multipulse protocols.252,274,275,293

On the basis of the brief summary of SMFS apparatuses and
techniques applicable to the study of protein energy landscapes
provided above, some general considerations can be made
regarding their suitability to IDPs. First and foremost, a
comparison between the submicrosecond time scales revealed
by other techniques for conformational changes of unstructured
peptides48 and the much longer experimentally accessible time
scales of almost all SMFS experiments reveal a major
discrepancy. Moreover, even the lowest currently achievable
applied forces (few pNs) currently required by SMFS
experiments, when acting on the very shallow energy
landscapes of IDPs, arguably favor elongated states to the
point of making transient compact states invisible, even though
recent theoretical and experimental improvements promise to
represent a solution of this problem in the future.277,294 Taken
together, these considerations imply the fact that at the current
state of the art SMFS experiments cannot reliably observe the
unperturbed conformational distribution of a mostly unstruc-
tured protein region as it is possible to do with, e.g.,
fluorescence methods. However, the same characteristics
make SMFS methodologies very well suited to study processes
which imply occasional acquisition of structure by largely
disordered regions and to dissect complex reaction pathways by
measuring quantitative parameters of its constituent processes,

as exemplified in several of the works reviewed in the following
section.

2.2.2. Single-Molecule Force Spectroscopy Spectros-
copy of IDPs. A clear increase in the number of papers related
to SMFS of IDPs is evident during the last 2 years, probably
prompted by recent technical advances and increased attention
to the concept of protein disorder in general. To the best of our
knowledge, the first papers entirely devoted to the description
of SMFS experiments performed on full-length IDPs appeared
in 2008,57,295 when the groups of Samori5̀7 and Lyubchenko295

almost simultaneously applied AFM SMFS to the study of the
same IDP, human alpha synuclein (αSyn). An experimental
SMFS approach previously employed to characterize inter-
molecular interactions between fragments of αSyn296 was
modified by Lyubchenko and co-workers295 and applied to the
full-length protein. This approach required the covalent
anchoring of αSyn molecules to both the AFM cantilever tip
and the mica surface via their flexible C-termini through silane
chemistry. The functionalization had be optimized so that the
final αSyn surface density was low enough for bimolecular
encounters to be the most probable when tip and surface are
brought into close proximity. The velocity clamp SMFS data
collected by repeating approach/retraction cycles revealed an
occasionally enhanced interprotein interaction attributed by the
authors to the acquisition of structure by the transiently formed
αSyn dimers (Figure 17). DFS data collected at various loading
rates allowed them to observe two different lifetimes for the
transient interactions, both of which were measured to fall in
the seconds time range. Since these values are much higher
than characteristic for the dynamics of monomeric αSyn, one
interpretation of these results could be that occasionally formed
stable αSyn dimers might function as nuclei for amyloidogenic
aggregation, even though the ranges of pH (2.7−5.1) at which
the first measurements were performed limit their direct
physiological applicability.295 The authors then refined their
observations in successive papers describing the impact of metal
ions on the phenomenon.297,298

Rather than investigating intermolecular dimer formation,
the experimental approach proposed by Sandal et al.57 focused
on elucidating the behavior of αSyn in its monomeric form.
Inspired by the work of Fernandez and co-workers,299

multidomain protein chimeras containing the full-length αSyn
sequence were produced and their mechanical behavior was
measured via velocity clamp AFM SMFS.300 The inclusion in
the chimeric polyprotein ensured that amyloidogenic aggrega-
tion was prevented during the measurement and that signals
originating from αSyn monomers could be distinguished from
spurious signals. The experiment revealed a surprisingly high
proportion of compact states capable of offering significant
resistance to mechanical unfolding (Figure 18). An extremely
heterogeneous class of mechanically weak interactions was
detected as well as a more homogeneous class of conformations
having SMFS signals compatible with extensive acquisition of β
structure. The authors proposed that this observation
demonstrated the ability of the αSyn monomer to sporadically
populate a β-containing form which could be relevant to the
mechanism of accretion to fibrils. The same approach was used
to show that factors linked to enhanced Parkinson
pathogenicity, such as the presence of metal ions57 or familial
αSyn point mutations,301 substantially increased the amount of
observed compact structures.
Since neither the lifetimes of the occasionally acquired “β-

compatible” structure nor its relative abundance with respect to
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disordered and partially structured states were found to be
compatible with observations performed on free monomeric
αSyn in solution, it is quite probable that the inclusion of the
IDP in the chimeric construct heavily modified its behavior. In
a subsequent paper, the authors discussed some of the factors
that could contribute to this conformational bias,301 including
electrostatic interactions and modification of the average end-
to-end distance due to the presence of the “molecular handles”,
molecular crowding, vicinity to the surface, and others.
However, the abundance of αSyn states showing substantial
mechanical response in several AFM SMFS stud-
ies56,57,255,300−302 suggests that states containing a high
proportion of β structure, although not frequently visited by
free monomeric αSyn, could become readily accessible after
perturbation of the energy landscape via intramolecular
interactions. As recently reported by Irbac̈k and co-workers,303

all-atom Monte Carlo simulations303 seem to support this view.

Since the accretion of disordered monomers to growing
amyloid fibrils entails a large entropic penalty, the free energy
landscape of αSyn could be particularly prone to perturbations
by intermolecular interactions morphing it into a funnel,
progressively driving molecules toward fibril-like folds.303

An elegant refinement of the experimental strategy outlined
above was recently introduced by Carrion-Vazquez and co-
workers56,255,302 via the development of cloning/expression
vectors termed “pFS” (plasmids for force spectroscopy). The
pFS-2 plasmid in particular was designed to express chimeric

Figure 17. αSyn intermolecular interactions probed via AFM-based
SMFS as reported by Yu et al.295 (A) Schematization of the
experimental setup: αSyn molecules are covalently anchored via silane
chemistry to the AFM probe and a mica surface in a reciprocal
orientation that should enhance contacts between the respective
amyloidogenic N-terminal regions (gray boxes). (B) Force curve
representative of those considered to contain the mechanical rupture
signature of a bimolecular αSyn interaction at pH 3.7. (C) Rupture
force distribution for the mechanical events exemplified in B. The
continuous line is the fit of the experimental data collected at pH 3.7
with the probability density function (PDF). The maximum of the
PDF was found to be at 61.6 ± 2.3 pN. Reprinted with permission
from ref 295. Copyright 2008 Elsevier.

Figure 18. (A) Schematization of the chimeric polyprotein constructs
employed in refs 57 and 301 for studying the mechanical unfolding
behavior of monomeric αSyn. The analyte sequence is flanked on both
sides by three I27 modules serving as internal force gauges and
molecular handles. (B) Force curves representative of the three types
of mechanical behavior shown by αSyn, compatible with the expected
signals of three broad types of conformations (from top to bottom,
mostly random coil, β-structured, and compact non-β conformations).
(C) Relative abundance of the three classes of mechanical behavior
shown by WT αSyn and its pathological mutants A30P, E46K, and
A53T. Adapted with permission from ref 301. Copyright 2009 Wiley-
VCH.
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protein constructs having a number of desirable features for
AFM SMFS velocity clamp experiments performed on IDPs,
i.e. a long unstructured chain acting as a spacer to bypass the
typically noisy AFM proximal region, a homomeric polyprotein
internal force gauge, and a carrier domain protecting the
protein of interest from uncontrolled mechanical stress (Figure
19A). Taken together, these features should allow one to avoid
the stringent data selection57 required by AFM SMFS studies,
especially when the protein under study has a weaker
mechanical stability than those of the force marker as in case
of IDPs. In turn, this should make it possible to experimentally
measure subtler mechanical features of IDP behavior.
This “carrier/guest” approach was first tested by Oroz et

al.255 by grafting into the pFS-2 vector the nonfibrillogenic,
intrinsically disordered cytoplasmic region of synaptobrevin
(VAMP2) from Rattus norvegicus. The totally featureless
stretching behavior of the IDP was unequivocally determined
via AFM SMFS, confirming the validity of the approach. In a

subsequent work,302 the authors applied the same methodology
to a representative selection of four conformationally
polymorphic proteins involved in neurodegenerative diseases:
polyglutamine (polyQ) stretches of three different lengths for
Huntington’s disease, β-amyloid1−42 (Aβ42) for Alzheimer’s,
αSyn for Parkinson’s, and a yeast prion extensively used as a
human prion model (Sup35NM, Figure 19B). It is interesting
to note that all these IDPs are found intracellularly and thus
potentially subject to mechanical stresses exerted by protein
processing machinery.304 All the neurodegeneration-related
proteins showed conformational polymorphism, and the
possibility that the observed acquisition of structure was
artifactually induced by the close proximity of the disordered
region with the carrier domains was ruled out by several control
experiments.
The same experimental approach, when applied to Aβ42,302

revealed a high degree of polymorphism. The possibility that
the observed perturbations of ideal WLC behavior were

Figure 19. (A) (Top) Schematic representation of the pFS-2 polyprotein employed in refs 56, 255, and 302. Analyte neurotoxic protein (NP, in
orange) is mechanically protected by the carrier module (C, in gray), flanked by ubiquitin repeats (U, in black) working as internal force and contour
length gauges. (Bottom) Cartoon representation of the ubiquitin (left) and titin I27 (right) carrier−guest constructions used in the pFS-2 vector.
(B)Representative mechanical unfolding traces of pFS-2+Sup35NM. Several different conformations adopted by the analyte Sup35NM region can be
discerned, ranging from featureless random coil traces (“non-mechanostable”, orange) to compact conformations with different degrees of
mechanical stability (“mechanostable” and “hyper-mechanostable”, red). (C) Contour length (left) and rupture force (right) distributions of the
αSyn signals in pFS-2+αSyn mechanical unfolding traces. Mutants A30P and A53T are found to increase the abundance of mechanostable
conformers with respect to W, while 20 mM QBP1 decreases the formation of compact conformers in A53T. The two insets show curves containing
the mechanical signature of “hyper-mechanostable” A30P and A53T conformers. Adapted from ref 302.
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originated by intermolecular interactions occurring during the
experiment due to the high aggregation propensity of the
peptide was ruled out via preincubation of the pFS construct
with the SV111 peptide,305 a strong inhibitor of Aβ42
aggregation: experiments performed in the presence of SV111
yielded similar results to those executed in its absence. The
familial-disease Arc Aβ42 (E22G) mutant was observed to
assume “mechanostable” (MS) and even “hyper-mechanosta-
ble” (hMS) conformations more than its wild-type (WT)
counterpart, while the double mutant F19S/L34P, known to be
less prone to fibrillogenesis, behaved instead like an ideal
random coil, remarkably showing complete absence of
mechanical events. Hervas et al. also explored the mechanical
behavior of αSyn via the pFS approach,302 confirming that the
WT IDP adopted a MS conformation in almost one-half (45%)
of the recorded traces, while two pathogenic (and more
fibrillogenic) mutants significantly increased the prevalence of
hMS states (Figure 19), as previously found by Sandal et
al.57,301 Interestingly, the QBP1 peptide,306 when present in
micromolar amounts, was able to drastically depress the MS
and hMS population in the A53T αSyn mutant. In the same
paper, the degree of polymorphism of Sup35NM was shown to
be even more prominent than those of polyQ, Aβ42, and αSyn,
and also in this case the QBP1 peptide shifted the
conformational equilibria toward the most unstructured
conformers. On the basis of the above results, the authors
proposed the concept of “proteinoscleroses” linking all the
neurodegenerative cascades.302

AFM SMFS experiments performed on the polyQ-containing
pFS construct302 allowed the authors to show that the Q19 tract,
which has a length considered to be subthreshold for the
triggering of polyQ diseases, showed no detectable MS
conformations. Conversely, the Q35 (near-threshold) and Q62
(superthreshold) tracts showed increasingly common MS and
hMS conformations whose unfolding required the application
of forces in excess of 400 pN. On the basis of these results, the
authors propose that polyQ tracts with lengths of more than 35
amino acids can undergo a transient acquisition of structure
that might correspond to β-sheet-containing conformations.
The behavior of polyQ tracts was also studied via force clamp

AFM SMFS experiments by Dougan et al.307 Multiple polyQ
stretches of different lengths (Q15, Q25, Q50, and Q75) were
inserted in chimeric polyprotein constructs in which titin I27
domains (whose role was mainly to act as force markers and
spacers) flanked each disordered domain. Irrespective of their
lengths, all polyQ tracts offered significant resistance to
mechanical elongation under applied load (Figure 20). The
authors suggest that polyQ peptides can form a heterogeneous
ensemble of mechanically stable collapsed structures and show
how the formation of compact conformations is disrupted by
proline point mutations. The mechanical extensibility of polyQ
residues was also shown to be a function of the exact position
of the proline mutation along the chain.
According to the respective authors, the mechanical

resistance to elongation of polyQ stretches with a length
above 15307 or 35−40302 residues, as observed via force
clamp307 or velocity clamp302 SMFS experiments, is caused by
their ability to sporadically302 or continuously307 assume
compact, globular-like conformations able to sustain extremely
high mechanical loads. The observed unfolding forces of these
compact conformations are extremely (and surprisingly) high,
far exceeding those of β-sheet-rich globular proteins in their
native fold: Hervas et al.302 observed the rare (∼1−3%)

occurrence of HMS structures in Q35 and Q62 polyQ stretches,
whose elongation required forces in the range of 400−800 pN,
while Dougan et al.307 reported the total inextensibility of Q50
tracts up to forces of 800 pN. The authors attribute those
unusually high values to either the formation of extensive β-
sheet structures302 or the presence of an extensive network of
intrachain interactions, which should cause the distribution of
the applied force over several points simultaneously.307 As
noted by Dougan et al.,307 the two hypotheses are mutually
incompatible, as the distribution of construct lengths measured
in their force clamp experiments at the onset of the first
mechanical event is incompatible with the presence in the
polyQ tracts of mechanically stable but geometrically elongated
structures such as β-sheet. A further discrepancy also seems to
exist between the two sets of experimental data mentioned
above: in the force clamp experiment,307 Q50 tracts show
extreme mechanical resilience even to prolonged (∼12 s)
application of forces of several hundred pN, while in the
velocity clamp experiment polyQ tracts of comparable length
fail to yield a mechanical signal in the vast majority (>97%) of
cases.302

It is not easy to give a definitive answer to the above issues
recurring to available literature on polyQ stretches. Several
independent measurements and simulations performed on
monomeric polyQ homopeptides suggest that they are
intrinsically disordered in aqueous solvents,154,308−311 and
FCS measurements show a distinct preference for collapsed

Figure 20. Mechanical properties of homopolypeptide chains as
reported in Dougan et al.307 Chimeras containing tandem repeats of
the titin I27 module and polyglutamine chains of different length,
namely, Q15 (A), Q25 (B) Q50 (C), and Q75 (D), were studied via
force clamp AFM SMFS. (Left) Representative extension versus time
plots of all constructs at an applied force of 180 pN. (Right)
Distributions of the initial extension measured at the first mechanical
event in traces containing the full mechanical signature of the marker
I27 domains. For all constructs, significant mechanical resistance to
unfolding was measured prior to reach elongations corresponding to
the full extension of the construct with folded I27 domains (black
shaded areas in right column histograms). Reprinted with permission
from ref 307. Copyright 2009 National Academy of Sciences.
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structures in water.154 The origin of this behavior may be that
glutamine side chains contain primary amines that can compete
with the solvent for backbone interactions, thus lowering the
radius of gyration and favoring collapsed structures. However,
this enhanced tendency to populate compact conformations
does not imply an equally enhanced tendency to form ordered
structures309 since polyQ’s augmented repertoire of intra-
molecular backbone interactions is not linked to specific
backbone conformations; as a consequence, the entropic cost
linked to structural transitions occurring at specific dihedral
angles values is increased, making the formation of, e.g., β-
sheets thermodynamically unfavorable.308,310,311 No evidence
for a differential, length-dependent propensity of polyQ to
undergo substantial conformational changes (e.g., involving the
acquisition of β structure) was evidenced by MD simu-
lations310,311 based on a continuum solvation model.312

The same velocity clamp AFM SMFS experimental strategy
previously applied to the study of αSyn57,300,301 was employed
by Muller and co-workers to characterize the transient
intramolecular interactions taking place in the 441 amino acid
(aa) long, intrinsically disordered, monomeric human tau
protein (hTau40).313 Their data suggest that intramolecular
interactions promote two different types of transient folding.
Interactions localized in the repeat domain stabilize folds of
∼19 aa and ∼42 aa stretches which tend to promote
aggregation, while those occurring at the unstructured N-
terminus promote the folding of long (>100 aa) stretches of
random length that prevent aggregation. The aggregation-
promoting single-deletion mutant linked to frontotemporal
dementia, hTau40/ΔK280, was observed to promote the
folding occurring at the repeat domain and to suppress those
taking place at the N-terminus. This observed trend was
completely reversed in the antiaggregant mutant hTau40/
ΔK280/PP. Moreover, the aggregation inducer heparin was
found to promote strong intramolecular interactions in both
hTau40 and hTau40/ΔK280, which favored aggregation-prone
conformations.
In 2005, a pioneering investigation via force clamp OT SMFS

of the folding/unfolding transitions of RNase H by Bustamante
and co-workers285 revealed the existence of a compact, on-
pathway intermediate state that was suggested to be identical to
the early folding state forming in the absence of applied force.
Prompted by this result and similar indications from FRET
measurements,172,314 Ritort and co-workers posed the question
whether it was possible to infer structural information on this
type of unstructured intermediate state from the SMFS
experiments.315 They answered by proposing a phenomeno-
logical model that approximates the behavior of the analyte
protein in SMFS experiments to that of an on-lattice
heteropolymer under applied mechanical load,315 choosing its
end-to-end extension as the reaction coordinate. On the basis
of the semiquantitative output provided by that model, it was
possible to propose experimental SMFS protocols specifically
conceived to help investigate transient intermediate states.
They also suggest that the same protocols could be used to help
unveiling local structure acquisition processes occurring in
globally disordered proteins containing a mixture of structured
and unstructured regions.
An ongoing series of excellent papers relevant to the force

clamp OT SMFS investigation of disordered proteins and
regions was published by Woodside and co-workers during the
last years, a selection of which will be discussed
here.282,294,316,317 Gupta et al.294 provided experimental

validation to a theoretical work by Hummer and Szabo223,229

in which the authors described a method that allows the
reconstruction of energy landscapes from nonequilibrium
SMFS data. This method, based on an extension of the
Jarzinsky equality,231−235 had been first applied by Bustamante
and co-workers303 and successively by Harris et al.304 to SMFS
experiments.318,319 The results of force clamp and force ramp
OT SMFS measurements performed on DNA hairpins with
distinct, sequence-dependent folding landscapes were com-
pared294 showing quantitative agreement between the energy
profiles given by the nonequilibrium reconstruction method
and by the equilibrium probability distribution method.277 The
same approach was tested on the add adenine riboswitch
aptamer, which visits three partially folded states, some of
which have very low dwell times in physiological conditions.
While the overall profile of the energy landscape could be
successfully reconstructed, some of the states were found to be
difficult to resolve due to low occupancy or potential well
overlapping. The ability of reconstructing multistate energy
landscapes through different compatible SMFS experimental
methods, although technically challenging in some cases,294

could represent an important tool for the study of IDPs.
A recent work by the same group282 discusses the main

drawbacks of the most common methods employed for
extracting kinetic information from state-switching trajectories
obtained via SMFS experiments. Briefly, kinetic analysis is
performed via dwell time distributions,320 which are in turn
reconstructed by assigning discrete states to specific regions of
the measured SMFS signal trajectories.321 As often happens in
other techniques sharing similar issues, this assignment is of
crucial importance and can be performed via several different
algorithms,322 from simple thresholding, to maximum like-
lihood methods,323 to hidden Markov modeling,324 and
correlation function fitting.325,326 Application of all these
methods to the study of multistate systems in particular is
problematic. The method proposed by Hoffmann and Wood-
side282 is a new type of correlation analysis particularly suited to
multistate systems, similar to one previously applied to FRET
measurements.165 Briefly, the signal is divided into discrete
ranges, and the time correlations between each pair of ranges
are calculated. Different kinetic models are then tested by
numerically fitting all the resulting cross-correlations with the
functions derived for each of them in the kinetic scheme; this
allows choosing the most probable scheme and calculating all
the associated rates. As a practical demonstration of their
approach, the authors performed force clamp OT SMFS on
several model molecules, including the largely disordered
protease-resistant fragment of the C179A/C214A mutant of the
hamster prion protein. The signal-pair correlation analysis
allowed the detection of a rarely occupied intermediate state
and its univocal positioning in the overall folding/unfolding
reaction scheme as an off-pathway intermediate reached from
the unfolded state only. This remarkable achievement would
not have been a trivial task using other, established methods.
An extension of the same approach317 was subsequently
employed (Figure 21) to derive, from the full energy landscape
of truncated WT hamster, SHaPrP(90−231), several crucial
quantities which are notoriously very difficult to experimentally
determine with any established method, such as the diffusion
constants for barrier crossing and the transition path times
across the barriers.
The ability of a truncated form of the WT syrian hamster

prion protein, SHaPrP(90−232), to follow nonnative folding
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pathways was explored by Yu et al.316 via passive force clamp
OT SMFS. No experimental support was found to the
extensively discussed hypothesis that some form of partially
folded intermediate visited by individual PrP molecules en
route to their native state could mediate misfolding and
subsequent prion pathogenicity. Instead, while the native
folding pathway was found to involve no detectable
intermediates, the unfolded state was observed to undergo
frequent transitions into off-pathway, marginally stable
intermediates. Three different misfolding pathways starting
from the unfolded state were detected, and PrP was determined
to visit these with a higher frequency than the native folding
reaction. The combined calculated values for the formation
rates of the off-pathway intermediates imply that around 90% of
the structure acquisition attempts by unfolded PrP lead to non-
native, transient conformations. Interestingly, no evidence for
structure formation within the disordered N-terminus was
recovered. A PrP double mutant (C179A/C214A), known to
form oligomers rich in β structure, was also investigated with
the same methodology, revealing an increased occupancy of the
same off-pathway misfolded states with respect to WT PrP,
suggesting that these could act as intermediates leading to
oligomerization.

2.3. Single-Nanopore Techniques

Widespread discussion about the practical feasibility of
nanopore sequencing328,329 began during the early 1990s.
Since then, the study of nanopore biophysics was propelled by
substantial investments being steadily made in a potentially very
remunerative technology which promised to give access to fast
and inexpensive sequencing. While biosensors based on a
general “particle through a hole” concept started to be patented
as early as the 1950s,330 constant refinement of fabrication and
sensing methods was needed to reach the current technological
level at which details of single molecules threading through a
single nanopore can be detected. One of the most important
advances toward nanopore biosensing was without doubt the
patch clamp electrophysiological technique developed by
Neher and Sakmann,331,332 which demonstrated how it was
possible to measure the ionic currents of single channels. As
reported in Branton et al.,333 during the early 1990s two groups
independently proposed that individual bases of nucleic acid
strands electrophoretically driven through a suitably sized
nanopore could induce measurably different effects on the ionic
current. Soon, one of those groups demonstrated how it was
possible to force single-stranded DNA and RNA through an α-
hemolysin nanopore and detect translocation events by
monitoring the ionic current.334 During the following years,
nanopores gradually established themselves as a novel class of
label-free, single-molecule biosensors mainly employed for
nucleic acid sensing. Nanopore sensing started to be
increasingly applied to the study of single-protein molecules
in the recent past.335 Issues in protein science investigated via
nanopores include protein−DNA interaction,336 protein−
antibody interactions,337 protein translocation,338 and protein
folding.339 In particular, the exploration of proteins with
disordered regions and IDPs using nanopore sensing seems to
be accelerating in the past few years, as reported in several
excellent reviews.335,340−342

2.3.1. Single-Nanopore-Sensing Instrumentation and
Methods. The critical component of all nanopore-sensing
apparatuses is a nanoscopic gap in an insulating barrier. The
main types of pore used in this type of experiment can be

Figure 21. Characterization of the PrP unfolding energy landscape via
passive force clamp OT experiments, as described in Yu et al.317 (A)
Unfolding (red) and refolding (black) force−extension curves
obtained by ramping up the force applied on a PrP-containing
DNA−protein construct (inset) prepared as described by Cecconi et
al.265,327 Continue lines are WLC fits of the folded and unfolded states.
Abrupt contour length changes are observed at a force of ∼9 pN,
corresponding to folding and unfolding transitions (here occurring in a
two-state process). (B) (Left) Free energy profile at zero force
reconstructed from the force−extension traces exemplified in A via the
Hummer−Szabo method,226,276 mostly determined by the elastic
behavior of the DNA handles. (Right) PrP energy landscape under an
applied force of 9.1 pN displayed as the average (black line) of
different sets of force−extension curves (red dots). (C) Extension vs
time plots recorded at different constant forces, showing a clear two-
state folding−unfolding behavior. The force F1/2 at which the two
folding states were observed to be identically populated was again ∼9
pN. (D) (Left) Unfolding free energy profile at F1/2 after
deconvolution. (Right) Same energy landscape “tilted” to 0 pN
applied force. The position and height of the energy barrier is shown
to be in excellent agreement with the values (black, unfolding; blue,
refolding) found via kinetic analysis of force−extension curves
exemplified in A and B. Adapted with permission from ref 317.
Copyright 2009 National Academy of Sciences.
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divided into two classes, usually referred to as biological
nanopores and solid-state nanopores. The first class refers to
pores formed by proteins capable of self-assembling into
complexes which puncture lipid bilayers. Thus far, most
biological nanopore-sensing experiments were performed
using the pore-forming toxins α-hemolysin and aerolysin,
since they show continuous nongating conductance and a
diameter that is well suited to the translocation of single-
biopolymeric strands.330 The second class refers to aper-
tures343,344 drilled with electron or ion beam in thin
membranes of highly dielectric materials such as silicon
nitride340 with diameters in the 2−100 nm range.340 Both
types of nanopores were employed for the characterization of
unfolded and disordered protein regions.
Irrespective of the details of its setup, a nanopore protein-

sensing apparatus includes two reservoirs of aqueous solutions
containing an electrolyte (usually KCl) and the analyte,
separated by an insulating membrane pierced by a single
hole. The reservoirs also contain nonpolarizable electrodes with
fast kinetics (such as the Ag/AgCl electrode). The application
of a constant voltage induces ion exchange across through the
nanopore, thus closing an electrochemical circuit, resulting in a
measurable steady-state ionic current (Figure 22). If the sole
electrochemical reactions occurring are those related to the ion-
exchange process, the system can exhibit ohmic response in

specific bias windows, which has several practical advantages.
Charged protein molecules are driven to, and through, the
nanopore by a complex interplay of electrophoresis, electro-
osmosis, and diffusion.345 The nanopore interacts with
translocating proteins, hindering their conformational freedom
by temporarily confining them into a nanoscale volume. Single-
molecule nanopore sensing is then obtained by real-time
monitoring of some property during perturbations caused by
the pore−protein interaction.
While several sensing strategies have been proposed for

nanopores, the most commonly employed method remains
ionic-current blockade sensing, sometimes called resistive pulse
sensing340 (Figure 23). Briefly, when the pore is free of any
occlusion, a baseline ionic current usually referred as the open-
pore current is measured. During nanopore−analyte interaction

Figure 22. (A) (Top) General scheme of a single-nanopore-sensing
apparatus. Voltage is applied across a single nanopore constituting the
sole communication between two reservoirs, resulting in ion migration
through the nanopore. (Bottom) Ion transport leads to a measurable
steady-state current which is often linearly dependent on the applied
voltage (see main text). (B) Examples of biological (alpha-hemolysin
heptameric transmembrane complex embedded in a lipid bilayer, left)
and solid-state (aperture in a silicon nitride membrane obtained by
photolithographic methods, right) nanopores commonly employed in
single-nanopore-sensing experiments. Adapted with permission from
Wanunu330 (Copyright 2012 Elsevier) and Miles et al.340 (Copyright
2013 Royal Society of Chemistry).

Figure 23. Sensing the translocation of single molecules through the
nanopore via resistive pulse detection. (A) Applied voltage drives
analyte molecules toward the nanopore through a complex interplay of
different phenomena (see main text) resulting in multiple trans-
location events over time. (B) Details of a translocation event. (Left)
When the pore is free from any obstruction by analyte molecules, the
unhindered ionic transport is responsible for the steady-state baseline
“open pore” current. (Middle) For the duration of each translocation
event, ion transport is influenced by the analyte occupying the
nanopore and the recorded current is different from the open pore
current. (Right) After each ionic blockade event, the recorded ionic
current reverts back to the open pore value. (C) Quantitative
parameters of a translocation-induced resistive pulse: dwell time of the
analyte in the nanopore, average amplitude recorded during the event,
lag time between successive discrete events, shape of the current
blockade. Adapted with permission from Wanunu330 (Copyright 2012
Elsevier) and Miles et al.340 (Copyright 2013 Royal Society of
Chemistry).
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events, transient changes to the baseline current take place.
These sudden changes are usually called blockades, since they
often involve a reduction of ionic current due to partial or
complete occupation of the aperture by the analyte.
Quantitative parameters of the blockade, such as its duration,
amplitude, and shape, depend on the type of pore−analyte
interaction which caused it and can thus be ultimately mapped
to specific properties of the analyte. In very general terms,
blockade duration corresponds to the dwell time of the analyte
in the pore, which for charged biopolymer molecules is a
function of their length and of the amount of interactions
occurring between them and the pore. The mean current
amplitude recorded during a blockade can be considered a
measure of the grade of pore occupancy during interaction,
while the time elapsed between successive blockades is related
to analyte concentration.330,346,347

As a more protein-specific example of the general
considerations made in the previous paragraph, in Oukhaled
et al.348 a single α-hemolysin nanopore was employed to
measure translocation events of proteins denatured to different
extents using guanidinium chloride. The authors report three
different classes of ionic blockades: long, short, and very short
blockades (also called spikes or bumps). Bumps were ascribed
to events in which folded molecules with diameters largely
exceeding that of the nanopore simply collided with the pore
and then diffused away. The short blockades were linked
instead to the passage through the pore of unfolded molecules
offering no resistance to translocation, and their frequency (but
not their duration) was found to be a function of denaturant
concentration. The longest blockades were instead caused by
partially structured conformations able to thread through the
pore but possessing residual structure capable of hindering their
passage. The duration of these blockades was inversely
proportional to denaturant concentration.
As recently discussed by Wanunu in an excellent review

paper,330 three different but related resolution limits are
relevant to nanopore sensing: temporal, geometric, and current
amplitude resolution. While the present current amplitude
resolution is theoretically ∼1 pA, temporal resolution depends
on measurement bandwidth, which in turn determines the
fidelity of current recording, so these two resolution limits are
inextricably related. The fastest reported nanopore-sensing
measurements349 can explore the submicrosecond range, an
ability which could potentially be useful for inferring detailed
information about disordered protein regions and IDPs. The
geometrical resolution of a nanopore is instead related to its
actual size and can cause problems when the analyte is small to
the point of not being able to fully occupy the pore during
translocation. For example, the geometrical depth of α-
hemolysin nanopores constitutes a problem for the measure-
ment of oligonucleotides with lengths of less than 12 bases,350

suggesting that geometrical resolution should hardly be an issue
for the nanopore sensing of full-length IDPs.
Interestingly, the publication of papers reporting biological or

solid-state nanopore-sensing measurements of denatured or
intrinsically disordered regions, including full-length IDPs,
seems to be sharply accelerating in the early 2010s. In the next
section, we will review a selection of the literature most relevant
to the study of IDPs among the latest nanopore-sensing
published works.
2.3.2. Single-Nanopore Sensing of IDPs. A series of

papers discussing the nanopore translocation properties of
structured proteins in partially or fully denaturing conditions

appeared recently in the literature, shedding light on specific
aspects of nanopore sensing which are potentially pertinent to
the study of IDPs. Talaga et al.351 measured the translocation
events of single molecules of bovine β-lactoglobulin variant a
(βLGa) and histidine-containing phosphocarrier protein (HPr)
through a solid-state silicon nitride nanopore at different urea
concentrations (0−8 M). The authors observed heterogeneous
translocation event distributions, which they could quantita-
tively link to dwell times and excluded volumes of single
molecules passing through the nanopore in folded, partially
folded, or unfolded states. Specific details found in the signals
were ascribed to translocation-stalling events, in turn influenced
by the charge distribution pattern along the peptide chain.
These details were demonstrated to be functional in defining
which one of the two examined proteins originated a
translocation signal and in which broad type of folding state.
Moreover, the authors show how mechanical forces generated
by physiologically relevant electrical potentials are able to
unfold proteins. Oukhaled et al. studied the translocation
through a solid-state silicon nitride nanopore of the
recombinant maltose-binding protein (MalE) in folded and
denatured states as a function of applied voltage,352 revealing
peculiar translocation dynamics they could associate to a
specific free energy barrier. The unfolded conformations of the
translocating proteins were found to be partially stretched by
the electrical field. An analogous set of experiments on urea or
thermally denatured bovine serum albumin (BSA) was reported
by Freedman et al.353 The authors discuss how it is possible to
calculate the excluded volumes of various observed conforma-
tional states of BSA without the need for assumptions regarding
the translocation times.
Experiments similar to those mentioned in the previous

paragraph were also performed on biological nanopores. Pelta
and co-workers utilized an aerolysin nanopore-sensing
apparatus to analyze the entry and subsequent transport events
generated by MalE in denaturing conditions,354 quantitatively
associating the durations of specific current blockades with the
transport time of single molecules. The same results were
compared and found to be in agreement with those obtained
using an α-hemolysin pore.355 In both cases, it was possible to
distinguish between unfolded and partially folded states of
transported proteins and between WT MalE and its
destabilizing mutant MalE219356 compared at the same
denaturant concentration.
Literature reporting nanopore-sensing experiments per-

formed on IDPs started to appear around 2010. Baran et
al.357 characterized via nanopore analysis the behavior of the
recombinant murine myelin basic protein (rmMBP, an IDP
involved in the development and stability of central nervous
system myelin sheets) in the presence of Cu2+ and Zn2+ ions.
The study was motivated by the fact that high amounts of Zn2+

are present in myelin and possibly stabilize it. The single-
molecule nanopore translocation measurements allowed the
authors to determine that both Cu2+ and Zn2+ induce folding or
compaction of rmMBP into one or more conformations that
are too large to pass through the pore (Figure 24). On the basis
of their results, the authors also propose that the divalent metal
ions could promote the acquisition of a specific tertiary
structure which could reflect the (yet unknown) arrangement
of MBP in myelin.
Madampage et al. employed an α-hemolysin nanopore-

sensing apparatus to obtain conformational information on
various forms of Aβ peptide, α-syn, and PrP.342 Analysis yielded
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quantitatively different translocation behaviors for Aβ40 and
Aβ42 peptides. Interestingly, the familial mutant and Aβ40/
D23N was found to have a translocation peak that could be

ascribed to acquisition of a β-sheet-folded conformation in the
monomer, which was observed to be less aggregation prone
than the WT isoforms. WT α-Syn and its familial Parkinson-
linked point mutants A30P, A53T, and E46K were also
observed to behave differently when subject to nanopore
translocation. While most interaction events between WT α-
Syn and the nanopore were found to correspond to simple
translocations as expected for such a highly charged IDP, the
A30P and A53T mutants showed a lower frequency of
translocation events and a much more heterogeneous repertoire
of interactions. The same mutants produced bumping events of
large oligomeric objects with a higher frequency compared to
that of WT α-Syn and at least one further class of events
possibly corresponding to specific folded intermediates.
Interestingly, the E46K mutant showed instead comparatively
more bumping events than WT α-Syn but no evidence of
folded intermediates. Finally, the authors analyzed various PrP
isoforms, evidencing different translocation behaviors for
human PrP(23−231) and bovine PrP(25−242). Most recorded
human PrP nanopore interaction events showed evidence for
pore intercalation, i.e., transient occupation of the nanopore by
unfolded portions of the protein, while a folded core could not
easily translocate through the pore. The broader distribution of
blockade currents generated by bovine PrP(25−242) suggests
that the bovine protein has a larger range of possible
interactions with the nanopore and thus a higher conforma-
tional flexibility than human PrP.
Japrung et al. studied the behavior shown upon translocation

through a solid-state nanopore by two IDPs, a ligand-binding
domain from an activator of thyroid hormone/retinoid
receptors (ACTR) and the nuclear coactivator binding domain
(NCBD) of the CREB binding protein, as well as their folded
bimolecular complex.358 Both IDP monomers were observed to
translocate through the nanopore in different conformations,
whereas their structured complex assumes only one stable
conformation (Figure 25). A very interesting aspect of NCBD
which could be measured with these experiments is that it
undergoes charge reversal at higher than physiological salt
concentrations, suggesting that local fluctuations in ionic
strength or pH occurring in vivo could significantly impact
the binding properties of NCBD.
Nanopore-sensing experiments are also suited for the

detection of oligomerization and transient intermolecular
complexation events, which are of particular relevance for the
study of several IDPs. Lee and co-workers published a series of
works discussing how the distribution of observed ionic current
blockades induced by several different proteins containing
disordered regions is significantly altered in the presence of
potential binding partners.359−362 The translocation behavior of
the small Zn-finger module Zif268 through an α-hemolysin
pore was observed by Stefureac et al.359 in the presence of Zn2+

ions, revealing that the magnitude and duration of current
blockades varied in response to the concentration of the
divalent binding ion. In particular, increasing concentrations of
Zn2+ ions corresponded to increasing amounts of bumping
events, while the occurrence of translocation events corre-
spondingly decreased. This result is in accord with the
observation that the α-hemolysin pore is geometrically
narrower than the Zn-induced fold of Zif268. Since several
IDPs involved in neurodegenerative disorders are able to bind
metal ions, this technique could be used to study the putative
perturbations of their conformational ensembles induced by
metals.

Figure 24. Ionic current blockade parameters measured for rmMBP
translocation through an α-hemolysin nanopore at an applied voltage
of 100 mV in 1 M KCl as reported in Baran et al.357 (A−C) Blockade
current distributions for (A) rmMBP, (B) rmMBP with 0.02 mM
Cu2+, and (C) rmMBP with 0.2 mM Zn2+. (D) Blockade time
distribution of the events included in A. The authors attribute the peak
at −65 pA to translocation events and the one at −25 pA to transient
protein−pore interactions termed “bumps”. Both metal cations induce
compact rmMBP conformations with enhanced tendency to bump
against the pore rather than translocate through it. Reprinted with
permission from ref 357. Copyright 2010 Elsevier.
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The same approach was employed to study the interaction
between two prion peptides chosen from the (143−178) region
of recombinant bovine PrP and the monoclonal antibody
M2188. The current blockade histograms recorded for
PrP(143−169), which contains the M2188 epitope, changed
considerably upon addition of the antibody, in particular
showing a drastic reduction of translocation events and an
increased preponderance of bumping events.361 A control
peptide not containing the epitope for M2188, PrP(168−178)
was instead not effected to the same extent, although it was
possible to detect a modest increase in its translocation time
upon antibody addition, suggesting that transient intermolec-
ular interactions could be possible. The experiment was also
performed on full-length PrP. Upon addition of M2188, the
ratio between translocation and bumping events decreased
from 1:2 to 1:10 for the full-length protein, demonstrating that
its interactions with the antibody can be detected by nanopore
analysis. Interestingly, current blockade histograms of full-
length PrP showed a broader translocation peak with respect to
both peptides, suggesting that the full-length protein has access
to a larger variety of translocation and unfolding mechanism
than those available to its fragments and that this increased
complexity is captured in some (quantitatively yet unexplored)
way in the data.
The interaction between α-syn and methamphetamine was

characterized via nanopore sensing by Tavassoly et al.,362

revealing that their binding induces a conformational change
which eludes detection by circular dichroism spectroscopy. The
authors repeated the experiment on selected α-syn subdomains,
including the 1−60 and 61−140 truncated forms and a Δ(61−
95) isoform lacking the central hydrophobic NAC domain,
demonstrating that drug binding occurs within the N-terminal
region.
Nanopore analysis was also employed to characterize the

relative in vitro oligomerization propensity of Aβ40 and
Aβ42.342 It should be noted that even if typical reported
durations for each experiment are in the range of hours, the

experimental conditions used by the authors apparently
precluded aggregation of all the examined species during the
collection of current blockade data, since none of the collected
distributions varied significantly during their respective record-
ings. While the distribution of interactions between Aβ42 and
the α-hemolysin pore captured by the recorded blockade
histogram comprised an overwhelming preponderance of
bumping events due to the presence of oligomeric aggregates,
Aβ40 showed instead a prevalence of translocation events,
suggesting a lesser aggregation propensity. Wang et al.363 used
the same experimental approach to assess the influences exerted
on the translocation behavior of Aβ42 by two species (Congo
red and β-cyclodextrin) which are known to have opposite
effects on its aggregation. The current blockade distributions
confirmed the macroscopic observation that β-cyclodextrin
promotes aggregation and Congo red inhibits it at the single-
particle level. Yusko et al. examined the Aβ40 aggregation issue
with an experimental approach based on solid-state nanopores
coated with lipid bilayers.54 Through the analysis of the
resistive pulse distribution resulting from oligomer−pore
interaction events, the authors were able to calculate size and
shape distributions of Aβ40 aggregates found in solution,
substantiating their findings with a comparison with TEM
analysis performed on the same aggregates.

2.3.2.1. Single-Molecule Studies of the Nuclear Pore
Complex. In the following paragraphs, we offer a succinct
review of the literature that recently appeared on the nuclear
pore complex issue, a research field that seems to be drawing
the attention of several groups employing a variety of single-
molecule techniques for its exploration.
The exchange of molecules between the cytoplasm and the

nucleoplasm of eukaryotic cells is mediated by large protein
complexes called nuclear pore complexes (NPCs). Although no
chemical energy expenditure is required to traverse a NPC,
passive diffusion through it is hindered by a permeability barrier
provided by a mesh of intrinsically disordered regions
extending into the pore lumen.364 The NPC includes 30

Figure 25. Translocation traces of (A) ACTR, (B) NCBD, and (C) the ACTR+NCBD complex through a solid-state nanopore in a silicon nitride
membrane at an applied voltage of 300 mV as described in Japrung et al.358 Both IDPs are observed to translocate establishing a variety of different
interactions with the nanopore, while their structured complex only shows one type of event. Interestingly, both NCBD and the ACTR+NCBD
complex show current enhancement during interaction with the pore, while ACTR induces resistive pulses. Reprinted with permission from ref 358.
Copyright 2013 American Chemical Society.
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nucleoporins (Nups), 13 of which contain numerous phenyl-
alanine-glycine repeat motifs (FGs). The FG-rich disordered
network hinders the passage of objects which are not bound to
nuclear transport receptors (NTRs). The permeability of the
barrier to a molecular cargo is ultimately determined by the
interactions between its NTR and the FGs.365−367 While
originally considered structurally and chemically homogeneous,
the disordered network barrier was found to contain two
distinct types of FG domains: collapsed coils with low charge
content and highly charged extended coils.368 Single-molecule
FRET experiments369 have been used to probe related
questions regarding the compaction of the human Nup153
FG-domain. Characterization of Nups is made difficult by the
factors discussed in section 1.2 and germane to all IDPs, but
their peculiar position and role within the NPC makes their
observation even more challenging. Nevertheless, single-
molecule studies of NPC-related issues are steadily appearing
in the scientific literature during recent years.370

Yang et al. reported the use of single-molecule fluorescence
microscopy (see section 2.1.1) to track individual model
protein NLS-2xGFP molecules in the process of transit through
the NPC of permeabilized cells with a temporal resolution of
2−3 ms and a spatial resolution of 15−30 nm.371,372 Their
results evidenced the unbiased bidirectional movement of the
substrate molecules within the pore and the fact that the overall
transport can be modeled as a single-rate-limited process.
The group of Hinterdorfer extensively studied several issues

related to NPC gating and transport via dynamic SMFS (see
section 2.2.1).373−376 In a series of papers that appeared in the
early 2000s, Nevo et al.373−375 studied the interaction of Ran (a
GTPase regulating the assembly and disassembly of the
receptor−cargo complexes) with the nuclear import receptor
importin at the single-molecule level. The molecular-recog-
nition-based dynamic SMFS data allowed the authors to
discriminate between two distinct conformational states
characterized by different adhesion strength within the Ran-
importin complex,373 to characterize different modes of protein
activation mechanism,374 and to characterize the interaction
energy landscape,375 the roughness of which was found to be
consistent with the ability of impbeta1 to adopt different
conformations upon interaction with different ligands. Lim et
al. employed the same general strategy to characterize the
nanomechanical properties of FG-motif binding domains of
importin, suggesting that they can reversibly collapse into
compact conformations, thus freeing a portion of the
permeability barrier.377 Otsuka et al. similarly studied the effect
of Ran on the importin FG-binding sites.378 In Rangl et al., the
authors describe the transient interactions occurring between
importin and the two distinct classes of FG domains first
described by Yamada et al.:368 FG domains behaving as
collapsed coils with a low content of charged residues prone to
“stick” to each other and extended coils containing a high
proportion of charged amino acids, resulting in electrostatic
repulsion.376 Most importantly, the energetics of interaction
between importin and all the tested FG-repeat-containing
proteins were revealed to be largely unaffected by the details of
the sequences outside the FG domains, thus supporting the
hypothesis that importins diffuse through the NPC by
substituting intramolecular FG−repeat interactions occurring
in Nups with energetically equivalent importin−FG repeat
interactions.376

Biomimetic nanopore-sensing strategies were recently
applied to the study of the NPC.367,379 Dekker and co-workers

recently demonstrated how a biomimetic artificial nanopore
replicating the transport characteristics of the NPC can be
obtained by decoration of a solid-state nanopore with a
truncated version of the FG Nups Nup98 and Nup153.379

Individual translocation events are sensed via ionic blockade
measurements (see section 2.3.1) with submillisecond temporal
resolution. Transport receptors were found to have dramatically
lower dwell times with respect to nonspecific proteins.
The growing number of papers appearing in the literature

describing single-molecule experiments performed on various
NPC-related issues using all the techniques mentioned in this
review seems to indicate that this particular field of research
might represent in the near future an interesting conceptual
meeting point for scientists with different kinds of single-
molecule expertise, which may foster the integration of different
single-molecule techniques (see section 3).

3. CONCLUSIONS AND PERSPECTIVES

Single-molecule techniques have started to provide important
new types of information on the structural and dynamic
behavior of IDPs. Two of the key strengths of the approaches
described here are their ability to resolve structural and
dynamic heterogeneity and to provide quantitative information
that can be used for testing physical models. Single-molecule
approaches will be essential for quantifying the broad spectrum
of behaviors and conformational stabilities and for providing a
link to elementary processes in protein folding. An essential
contribution to these investigations will continue to come from
a close link of experiment to theory and simulation. A wide
range of approaches, from analytical theory and coarse-grained
models all the way to atomistic simulations, can enable or
inspire physical insight that would otherwise be inaccessi-
ble.13,380,381,34,382−386 For atomistic simulations, a key aspect
will be the availability of increasingly realistic force fields for
unfolded and disordered proteins.147,312 Information on chain
dimensions, dynamics, mechanics, and residual structure from
single-molecule results and other experimental techniques
provide excellent benchmarks for the required optimization
process. In return, simulations will help to guide experiments
and ultimately allow us to develop a realistic molecular picture
of the structural and functional properties of IDPs. For more
complex scenarios, such as molecular crowding, folding upon
binding, or large complexes containing unstructured regions,
suitable coarse-grained models with realistic generalizable
interactions are required.383,385 Lastly, analytical theory and
simple models adapted for the specific questions in the context
of IDPs will be essential for the analysis of experimental data
and testing the role of different physical concepts.
In spite of the advances over the past decade, single-molecule

methods are still developing rapidly; many of the experimental
techniques and analysis methods introduced only a few years
ago are now an established part of the state-of-the-art toolbox,
while new techniques keep emerging. In the following
paragraphs, we will try to outline some of the foreseeable
future developments for the different single-molecule methods,
both individually and in their promising combination.

Foreseeable Future Developments of Single-Molecule
Methodologies Applied to the Study of IDPs

The single-molecule fluorescence approaches available, ranging
from FRET to PET and FCS, can provide information on intra-
and intermolecular distances and, even more importantly,
distance distributions, dynamics on time scales from nano-

Chemical Reviews Review

dx.doi.org/10.1021/cr400297g | Chem. Rev. 2014, 114, 3281−33173308



seconds to seconds, and changes in molecular size or
dimensions, to name but a few. The available results to date
suggest that single-molecule fluorescence techniques are very
well suited for addressing key questions in the IDP field. These
include the quantitation and structural and dynamic classi-
fication of IDPs within the continuous spectrum ranging from
order to disorder (Figure 2), e.g., in terms of polymer models,
and the relation of these properties to IDP functions. To
complete the picture, a close combination and comparison with
NMR387 and small-angle scattering312,388 results will be
particularly valuable.
In the future, we expect a particularly strong impact on IDP

dynamics, folding, and binding from several newly emerging
methods. Three-color FRET is clearly one of them: monitoring
up to three distances at a time allows correlations to be
established between conformational changes in different parts
of a protein or between folding and binding events in
IDPs.91,135 Related goals might be attainable with a direct
combination of FRET and PET.187 The biochemically very
demanding specific labeling of proteins with three chromo-
phores will benefit from new and improved labeling and
chromophore incorporation strategies.130,389 The continued
development of methods for the analysis of single-molecule
experiments and for the modeling of photon statis-
tics74,182,390−394 will play an important role for dissecting
systems of increasing complexity. Technical developments that
may have a major impact (in particular on experiments based
on fluorescence trajectory analysis) include zero-mode wave-
guide arrays for increased throughput,395 single-photon
avalanche diode arrays396 for the combined advantages of
area detectors with time-correlated single-photon counting and
full correlation analysis, or methods that allow individual
molecules to be monitored for extended times without
requiring tethering to a surface.194,397 A key requirement for
improving the time resolution of single-molecule fluorescence
will be to increase the photon emission rate by further
optimization of photoprotective additives398 and other
methods.399 Single-molecule fluorescence measurements in
vivo have started to be feasible,400,401 which opens up the
exciting possibility to investigate the effect of the cellular
environment on the structure and dynamics of IDPs.
At first glance, force spectroscopy and IDPs might seem an

unlikely combination. The practicalities of both AFM- and OT-
based SMFS experiments imply that the analyte protein is
observed under conditions that significantly alter its un-
perturbed state; the very notion of mechanically manipulating
a protein entails its interaction with spurious elements. Due to
this, SMFS seems best suited to study biological phenomena
actually influenced by mechanical forces in vivo,268 which are
otherwise quite difficult to observe. Moreover, minima in a
typical IDP’s energy landscape have very similar energies, and
the kinetic barriers separating them are as small, even at zero
applied force, as to render their detection via SMFS challenging
even when employing current state-of-the-art SMFS appara-
tuses. As exemplified in section 2.2, SMFS experiments often
give information on protein disorder by focusing on more easily
measurable phenomena which are directly influenced by it, such
as the unfolding of transiently acquired stable structure by a
mostly disordered protein301,302,313 or the detection of
occasionally visited misfolding pathways by a protein which
has a large disordered region.316,317

Despite its inherent limitations, SMFS provides relatively
straightforward access to the quantitative characterization of

transition states and complex kinetic schemes, including
notoriously elusive variables such as diffusion rates and
transition times.281,294,317 Moreover, the constant technical
refinement of both AFM and OT apparatuses already allows
one to observe conformational fluctuations of single-protein
molecules.251,294 Taken together, these two considerations
suggest that, in the near future, SMFS studies will increasingly
employ the energy landscape formalism as a quantitative tool to
describe the behavior of proteins prone to rare misfolding
events and/or visiting different conformations in native
conditions, thus promising to give access to a fully quantitative
characterization of the disorder−order continuum.
The increasing number of papers reporting the successful

application of various nanopore-sensing strategies to the study
of IDPs and denatured proteins published in the last 2−3 years
testifies that nanopore analysis is ideally suited to the study of
protein disorder. While nanopore sensing of single proteins is
still an emergent field335 and a fully quantitative understanding
of the translocation behavior (as reflected, e.g., in current/time
traces) is currently unavailable, tools are being developed which
allow quantitative exploration of protein folding339 and thus
promise to find direct applicability in the study of IDPs.
Nanopore sensing also seems particularly suited to the label-
free detection of transiently formed protein oligomers,54 an
ability which does not give direct access to information on
protein disorder but is nonetheless relevant to the study of
several IDPs linked to amyloidogenesis.

On the Prospective Integration of Single-Molecule
Techniques

An especially promising direction for studying protein disorder
in singulo is represented by the design of experimental setups
combining two or more single-molecule techniques. As early as
1999, the new opportunities offered by the combination of
single-molecule fluorescence with force-based or patch clamp
methodologies were fully foreseen by Weiss;402 today they have
become reality. Multitechnique prototype instruments have
been developed, even if several technical challenges still need to
be overcome for them to become of widespread use. By
simultaneously monitoring different observables through a
synergistic integration of techniques, these instruments allow
some of the intrinsic limitations held by the single methods to
be resolved or circumvented. As an example, the simultaneous
readout of SMFS and SM-FRET observables can provide
information on local conformational heterogeneity while
probing the features of a folding/unfolding energy landscape.
Several examples of single-molecule combined experiments
already reported in the literature at the present date will be
mentioned below.
The combination of AFM-based SMFS with optical spec-

troscopy has been explored since over a decade ago. Hugel et
al.403 reported an investigation of individual polymer molecules
via SMFS in combination with optical excitation in total
internal reflection (TIRF). Single-polymeric chains of bistable
photosensitive azobenzenes were optically lengthened and
contracted by switching the azo groups between their trans and
cis conformations. The mechanical work delivered by
successive contraction cycles was measured via AFM,
demonstrating optomechanical energy conversion in a single-
molecule device. AFM-SMFS and TIRF fluorescence spectros-
copy were combined by Sarkar et al.404 A constant pulling force
of 100 pN was applied to a single polyubiquitin chain,
triggering unfolding events recorded by the AFM apparatus as a
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series of stepwise elongations of the protein’s end-to-end
distance. Simultaneously recorded fluorescence intensity
changes showed a staircase of diminishing amplitude that
mirrored the unfolding events observed with the AFM, thus
demonstrating the ability of a calibrated evanescent wave to
track the variations in length of a single molecule with
subnanometer resolution.
The combination of single-molecule fluorescence with

optical trapping has an even longer history. The first pioneering
experiment combining these two techniques, simultaneously
detecting mechanical and ATP-binding events for single-
myosin molecules, was reported by Ishijima and colleagues405

in 1998. Hohng et al.406 and Tarsa et al.407 used optical traps to
mechanically unzip DNA hairpins while simultaneously
monitoring DNA conformational states using SM-FRET.
Their approach of mapping two-dimensional reaction land-
scapes is readily applicable in the biologically important regime
of weak forces to other nucleic acid systems and to their
interactions with proteins and enzymes.
One of the main technical difficulties that were faced in the

integration of single-molecule fluorescence and OT manipu-
lation was their incompatibility in time scales. In a typical OT
experiment, a single molecule can be manipulated and studied
for minutes and even hours. In contrast, fluorophores can
bleach in a few seconds under simultaneous exposure to both
trapping and fluorescence excitation beams. The approach of
using long DNA molecular handles, formerly introduced to
separate protein analytes from the trap,265,327 essentially also
solved the bleaching problem through the spatial separation of
trapping and excitation laser beams.408 Since the mechanical
behavior of DNA has been extensively characterized,269,409−411

its contribution to the overall signal can be easily deconvoluted.
However, this solution imposes a reduced force resolution due
to the presence of long entropic chains in the form of the DNA
handles. Brau et al. recently demonstrated how acousto-optical
modulators can be used to rapidly switch between the trapping
and the excitation lasers, thus preventing the simultaneous
exposure of the fluorophores to both beams and reducing their
bleaching.412 This allows a substantial shortening of the tether−
bead DNA linkers and a consequent increase in force
resolution.413 A second limitation of combined OT-SMFS
and fluorescence spectroscopy is the spatial drift of the fluid
chamber. This type of drift problem, mainly introduced by
surface tethers or fixed micropipette tethers, has long been
known in the optical tweezers field, and a dumbbell trap
arrangement was proposed as a solution.263,414 A stabilization
system with a feedback loop may also be introduced to improve
a surface-coupled optical trapping system.415 The fluorophore
bleaching issue can be completely avoided by substituting
optical trapping with magnetic tweezers.416 Electromagnetic
tweezers and TIRF illumination were recently used to study
folding/unfolding kinetics of protein L.417

While ionic current blockade monitoring is currently the
most widely implemented method for the detection of single-
molecule translocation events in nanopore analysis, several
different detection methods of potential relevance to protein
translocation studies are being tested.335,340 Combination of
single-molecule fluorescence and ionic current measurements
in single-ion channels was developed418 to monitor structural
changes in single channels. Fluorescence spectroscopy can be
also integrated with solid-state nanopore sensing giving
simultaneous readouts.419 One advantage of this approach is
that fluorescence excitation can be localized to a very small

volume surrounding the nanopore through the generation of an

evanescent wave in the nanopore420 or via TIRF spectrosco-

py.421 Zwolak and Di Ventra422 proposed the design of solid-

state nanopores with integrated tunnelling electrodes, poten-

tially offering unprecedented spatial resolution during trans-

location events; this approach was then independently pursued

by several groups in the past few years.340

To the best of our knowledge, no experiments on IDPs using

combined single-molecule technologies have been reported yet.

In our opinion, these experiments will be well within technical

feasibility in the next few years and are likely to yield novel

insights into the dynamic heterogeneity of IDPs and an

increasingly quantitative description of the disorder−order
continuum.
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